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Abstract

We discuss how ‘parallel-in-space & simultaneous-in-time’ Newton-multigrid ap-
proaches can be designed which improve the scaling behavior of the spatial paral-
lelism by reducing the latency costs. The idea is to solve many time steps at once and
therefore solving fewer but larger systems. These large systems are reordered and in-
terpreted as a space-only problem leading to multigrid algorithm with semi-coarsening
in space and line smoothing in time direction. The smoother is further improved by
embedding it as a preconditioner in a Krylov subspace method. As a prototypical
application, we concentrate on scalar partial differential equations (PDEs) with up
to many thousands of time steps which are discretized in time, resp., space by finite
difference, resp., finite element methods.

For linear PDEs, the resulting method is closely related to multigrid waveform re-
laxation and its theoretical framework. In our parabolic test problems the numerical
behavior of this multigrid approach is robust w.r.t. the spatial and temporal grid size
and the number of simultaneously treated time steps. Moreover, we illustrate how
corresponding time-simultaneous fixed-point and Newton-type solvers can be derived
for nonlinear nonstationary problems that require the described solution of linearized
problems in each outer nonlinear step. As the main result, we are able to gener-
ate much larger problem sizes to be treated by a large number of cores so that the
combination of the robustly scaling multigrid solvers together with a larger degree of
parallelism allows a faster solution procedure for nonstationary problems.

1 Motivation

Modern High Performance Computing platforms feature a continuously growing number
of cores, together with accelerator hardware, e.g. GPUs, while the performance of each
core does barely increase or even stagnates: To efficiently use such systems the underlying
numerical algorithms have to be more and more parallel. However, when dealing with
time-dependent partial differential equations (PDEs) in the framework of initial value
problems (IVP), the usual time-stepping approach is inherently sequential and does only
allow spatial parallelization in each time step.

To be more precise: If we simulate such PDEs with a relatively low number of spatial
degrees of freedoms (DOFs), but a very high number of time steps due to a long time
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horizon and/or small time steps, we can only exploit a certain degree of parallelism in
each time step due to the small spatial problem size.

As a consequence, we cannot significantly speed up the complete simulation by parallel
computing: If we utilize more and more cores, the run-time of the simulation will stagnate
or even begin to increase when there are too few (spatial) unknowns left for each processor,
because the communication time between the processors will outweigh the time that is
needed for the actual computations in each process (see Fig. [1| for illustration).
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Figure 1: Strong scaling test: Typical solution time (y-axis) for an increasing number of
cores (x-axis) with different mesh levels in space vs. number of time steps for nonstationary
2D problems discretized with bilinear FEM (Level i corresponds to mesh size h = 27%);
the total number of unknowns (in the space-time domain) is the same in all 4 tests.

It is important to note that the main cost of communication is due to latency and
not due to limited bandwidth. Vice versa, if the number of communication operations
is reduced by communicating more data at once, the limited scaling behavior could be
improved, so that more cores could be used efficiently in such simulations. To achieve this,
we therefore have to abandon the usual sequential time-stepping which treats complete
spatial problems, but one after the other.

One class of corresponding approaches is based on ’time-parallel’ solvers in which case
many methods are based on integrating ordinary differential equations (ODEs) parallel
in time. The most prominent example of this group is Parareal [I3] and its variants.
Other notable examples are PFASST [2], 20] and MGRIT [3], 4, [§]. Another class of time-
parallel methods is based on solving a global discrete system with multigrid methods.
Since a simple geometric multigrid method as used for elliptic problems does not work for
parabolic equations, there exist several different approaches. The first parabolic multigrid
was developed by Hackbusch [7], while other forms of such schemes are the ones developed
by Horton and Vandewalle [10] as well as the more recent variants [6, 9, 17, 27]. The
method that is the closest to our approach (which is better described as time-simultaneous
instead of time-parallel) is multigrid waveform relaxation. It was first published by Lubich
and Ostermann [16] and has been studied in detail for different problems [21], 23], 24} 25].
For a more complete overview of parallel-in-time methods, we refer to [5].

2 Time-simultaneous multigrid solvers

In the following, we describe a geometric multigrid scheme that computes many time steps
simultaneously but relies solely on spatial parallelization [I]. For illustration, we start with



a second order parabolic evolution equation
Drula,t) — L{O)u(a,t) = f(z,1) (2.8) € 2 x (0,T) &

where L(t) is a linear elliptic operator in space for every t € (0,7") with some initial and
boundary conditions.

To simplify the notation, we only consider linear one-step methods such as implicit
Euler or Crank-Nicolson schemes. Moreover, we require a fixed spatial discretization by
finite differences (FD) or finite elements (FE) for all time steps, so that the discrete system
at each time level k can be written as

Agug = fr — Byug—1 , k=1,... . K (2)

with matrices Ay, By, € RV*N for 1 < k < K and a given discrete initial value ug € RY;
uy represents the vector of spatial DOFs at time level k. Here, N € N is the number of
spatial degrees of freedom and K € N denotes the number of (simultaneously computed)
time steps. This method can also be applied in combination with linear multistep methods:
The only additional requirement is that the related systems in each time step, that means
Apuy = r.h.s., can be efficiently solved by a spatial (geometric) multigrid method.

Now, we can gather the individual equations in in an all-at-once system of the form

Ay uy fi1— Biug
By A U fo
B ; = : . (3)
Br Ag| |uk fr
———
= ACRNKXNK =:uecRNK =:fERNK

Then, the central idea is to reorder this system from a space-major ordering

. T
U= [UL1,. UL N, UL, UDN -y UKLy - - - 5 UK, N]
to a time-major ordering
_ T
u = [ul,la"'7uK,17u1,25'"7“K,27"'7u1,N7"'7uK,N]

where uy ; = (uy,); denotes the i-th spatial DOF at the k-th time step. The same reordering
is applied to the vector f and to the rows and columns of the matrix A.

The reordered matrix A € RVEXNE can be written as a block matrix whose block
structure is the same as the structure of the matrices A; and By in each time step.
However, each (block) matrix entry is not a scalar value but a lower bi-diagonal K x K
matrix. In the more general case of linear multi-step methods, each block is a lower
triangular submatrix with a small bandwidth. For example, in the case of linear 1D finite
elements, the stiffness and mass matrices are tridiagonal which means that the reordered
global matrix A for one-step methods has the following block-tridiagonal structure:
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Summarizing, this new system is just based on grouping multiple equations into one large
system and reordering. Therefore, it has the same solution as the initial time-stepping
equations in (2)), resp., in (3).

To solve this new system we simply apply a geometric multigrid method in space to
the global system by treating each inner (K x K)-block as a single matrix entry which
is directly related to one corresponding spatial unknown, resp., grid point now containing
all K time instances. Then, we may use a damped Jacobi smoother given by the iteration

u™ ™ = u™ + wDTH(f — Au™), (4)

where w > 0 is a damping parameter and D is the (block) diagonal part of the reordered
matrix A, to achieve a high level of parallelism as usual for Jacobi smoothing. Since we
are formally treating the matrix A as a matrix of blocks, resp., submatrices, we have to
use the complete diagonal blocks in the matrix

# *
D= # c RVEXNK op 4 — [** ] c REXK (5)
# k%

resulting in a block-Jacobi smoother with block size K. Additionally, different smoothers
which can be written in the form are applicable in the same manner leading to block-
smoothing procedures, too.

The corresponding grid transfer operators for performing multigrid iterations are con-
structed in an analogous way leading to semi-coarsening in space which means that the
transfers in space can be applied to each time step independently so that the temporal
grid remains the same across all grid levels. Consequently, we can write the prolonga-
tion matrix P € RNEXNeK and the restriction matrix R € RNEXNK a9 the Kronecker
products

P=P,®I; and R=Rs;® I (6)

with the identity matrix Ix € REXK and the spatial transfer matrices P, € RV*Ne and
R, € RNe*N which correspond to the usual grid transfer operators in a standard (space-
only) geometric multigrid method. Here, N, denotes the number of spatial DOFs on the
coarser level.

With these modified smoothing and transfer operators we can apply the same multi-
grid algorithm as in each time step in , but now to solve the all-at-once system. As
a consequence, we can treat K time steps simultaneously, while at the same time the
dimension of the all-at-once system is K times greater than the dimension of the original
spatial systems Ay in each time step which is the key to exploit a larger number of cores
related to the given number of spatial grid points.

In our numerical experiments in the following sections, we also demonstrate the effi-
ciency of different smoothing operators. For instance, instead of using a plain damped
(block) Jacobi smoother, we may use BICGSTAB (or GMRES) iterations for smoothing
with matrix D in as preconditioner. The reasoning behind this idea will be explained
in the next subsection. Moreover, the total number of time steps M = % that have to be
computed to solve a problem in a given time interval (0,7 and for a given time step size
T can be very large. In such cases it is not beneficial or even not possible to compute all
M time steps simultaneously. Instead we will only solve K < M steps simultaneously and
perform such a 'macro time stepping’ [%W times, but in a sequential manner where the
solution of the previous time slot can be used as initial value of the next one. To make
this point clear: This does explicitly not expose any parallelism in time.



2.1 Intuitive explanation for small and large time steps

In the following, we provide a short intuitive understanding of two special cases that can
help to tweak the algorithm in practice. To do this we consider the 1D heat equation with
finite elements (and mass lumping) or finite differences as spatial discretization. In the
most simplistic case of central differences as space discretization and the implicit Euler
time discretization with equidistant spatial and temporal grids, the discrete scheme reads

1 1

;(Uk,i — Up—1,4) — ﬁ(uk,i—&-l —2up; +Upio1) = fri (7)

with the spatial grid size h and the time step size 7. This shows that matrix entries
belonging to the spatial derivatives are of the size O(h~2) and matrix entries belonging to
the time derivative are of the size O(7!). To describe the ratio between these values we
introduce the ‘anisotropy factor’ A = ;5 that is widely used in the convergence analysis
of space-time multigrid methods [6l 10, 24]. For different discretizations or a different
number of spatial dimensions, the same ratio can be used without losing its meaning as
long as L(t) is a second order elliptic differential operator. As this parameter depends
on the temporal and spatial grids, it changes on different levels of the multigrid scheme.
Furthermore, it can change locally on each level, if local grid refinement or space- and
time-dependent coefficients are used. Consequently, the resulting method should yield
convergence rates that are stable with respect to a wide range of values for A.

In the case of A\ 7 oo, the matrix entries belonging to the spatial discretizations prevail
and we obtain a discretized Poisson operator. This means that the prototype system has
the global structure

142X Y
—1 142X Y
-1 142 Y
Y T+ 2)
-\ —1 142X
_ Y —1 1+2
A=r"1 — Y
-\
Y
Y T+ 2X
Y —1 142X
-\ -1 142

where the absolute values of red entries are much larger than the black ones. If we ignore
the significantly smaller values, each block of the global matrix becomes diagonal, so that
the global system can be seen as K independent N x N systems for each time step. Then,
using the time-simultaneous multigrid is equivalent to solving each independent problem
with a (spatial) multigrid scheme on its own and it should not behave worse than the
corresponding multigrid algorithm for the stationary problem with a convergence behavior
independent of the spatial mesh size h (see Fig. . This consideration holds true also
for all BDF-like time discretizations; with other linear one- or multistep methods the
subdiagonal entries do not vanish, nevertheless the convergence behavior is similar.



In the opposite case A \, 0, the (red) values of order O(7~!) dominate in the matrix:

1+2A —-A
—1 1+2X -
-1 1+2 —A
—A L+ 2X
—-A -1 142X
- -1 142
—-A
—A
—A
—A L+ 2X\
—-A -1 142X
- -1 142X

Ignoring all small values leads to a block diagonal global system if the mass matrix is
diagonal. Such a diagonal mass matrix arises naturally in FD discretizations or can be
obtained by using mass lumping in the FE case. However, for such block diagonal matrices,
the described block-Jacobi preconditioner (w = 1.0) becomes exact and the corresponding
multigrid solver converges in one step (see Fig. [2] for illustration).
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Figure 2: MG iterations for the heat equation with different smoothers, K = 100

Since we do not want to choose the damping parameter w based on A manually, a well-
known remedy is to use modified smoothers like the Krylov subspace methods BICGSTAB
[22] and GMRES [19] with the described block diagonal matrix D as preconditioner. These
methods yield convergence rates similar to the Jacobi smoothing with comparable effort
(also w.r.t. parallel treatment), while they can recover the fast convergence in the case
of A \( 0 with a diagonal mass matrix. This is demonstrated in Fig. [2| too, where this
prototype system is solved for different time step sizes resulting in different anisotropy
factors A. Here, the standard block-Jacobi smoother uses 2 smoothing steps while the
BiCGSTAB smoother uses only 1 step to have comparable cost.

2.2 Relation to multigrid waveform relaxation

Although we developed the previously described algorithm independently, the resulting
schemes can be interpreted as multigrid waveform relaxation methods [16]. These schemes



are based on discretizing the evolution equation in space and applying a multigrid splitting
to the stiffness matrix of the semi-discrete ODE system. For finite elements, a similar
splitting has to be applied to the mass matrix to be able to independently solve the ODEs
that arise in every step of the multigrid algorithm. The resulting method is equivalent to
our time-simultaneous method, if the same multigrid splitting with a smoother of type
is used for the mass and stiffness matrix and if the same linear multi-step method is used to
solve each ODE problem in the multigrid approach. Therefore, we do not provide a more
detailed convergence analysis, but rather refer to the literature on multigrid waveform
relaxation in [I11 [24] for further details.

Remark 1. As was shown by Janssen and Vandewalle [I1] for the time discrete multi-
grid waveform algorithm for finite elements and a time constant operator L, the algorithm
converges and yields the same asymptotic convergence rates as the traditional multigrid
algorithm in the time-stepping case, if the coarse grid system matriz and the precondition-
ing matrices D; on each level | are reqular. Since our algorithm for the plain block-Jacobi
smoother is equivalent, this result holds true.

Consequently, the asymptotic convergence rate (i.e. the spectral radius of the iteration
matrix) is bounded, but that does not imply that the residual reduction w.r.t. an arbi-
trary norm is bounded in each iteration. Therefore, this result does not show that the
number of iterations to achieve a given residual reduction is independent of the number of
simultaneously treated time steps K. Nevertheless, the monotone convergence behavior of
the block-Jacobi smoothing can be proven, too, and will be part of a forthcoming paper.
Moreover, the described BiICGSTAB smoother does not fit into the traditional multigrid
waveform relaxation framework since this smoother itself and the resulting multigrid it-
eration are not linear so that an analysis based on the iteration matrix is not possible
anymore and hence the convergence result does not hold in that case. However, the nu-
merical examples demonstrate the expected numerical convergence behavior.

2.3 Computational characteristics

The number of necessary floating point operations (FLOPs) in each iteration of the de-
scribed time-simultaneous multigrid approach with K blocked time steps is still of linear
complexity w.r.t. the total number of unknowns N - K. Compared with the sequential
time-stepping case where an N x IV system is solved by a multigrid method in each of the
K time steps, the cost of the grid transfer per iteration and time step is the same. The cost
of the (space-time) residual calculation is slightly higher, because the global matrix has a
moderately higher bandwidth in the time-simultaneous case: The bandwidth increases by
a factor of L +1 at most where L is the width of the multistep method. For the smoothing
procedure, the residual needs to be calculated, and the preconditioner has to be applied.
That means we have to solve IN; block systems of size K x K on level [, but each block is
a lower triangular matrix of bandwidth L + 1 and can be treated independently from each
other. Thus, we can solve these systems by forward substitution with linear complexity
O(K), too.

Summarizing, the computational cost per iteration of the time-simultaneous multigrid
approach and the cost of the sequential time-stepping scheme with the multigrid solver in
each time step only differ by a moderate constant (multiplicative) factor. And to make
this clear: The described multigrid approach does not exploit any temporal parallelization.
Nevertheless, the time-simultaneous method is beneficial because the number of required
data communications per MG iteration and time step is reduced by a factor of K ! since
one multigrid step yields the solution of K time steps. Consequently, the latency induced



communication time can be lowered and better scaling of the spatial parallelization is
possible. If the number of necessary multigrid iterations does not increase significantly
with increasing K the total computational cost is only slightly higher and the improved
scalability enables a speedup compared to sequential time-stepping.

Remark 2. FEven though parallelization in the time direction is not trivial, it is possible to
apply parallel triangular solvers. This has been shown for multigrid waveform relazation
(c.f. [26]), but will not be considered in this paper.

2.4 Extension to nonlinear problems

In the previous sections only linear evolution equations have been discussed, but in real
world applications one often has to deal with nonlinear problems. In the following, we
consider nonlinear time-dependent equations of the type

Ou(z,t) — L(u(x, t)u(z,t) = f(z,t) (z,t) € 2 x (0,7T)

with suitable initial and boundary conditions, where L(v(z,t)) is a linear differential op-
erator for every v(z,t) and every (x,t) € 2 x (0,T) (see the subsequent examples). In
the traditional time-sequential approach we typically discretize the equation in time and
then we only need to solve a nonlinear PDE to obtain the solution u(x,t;) at the new time
step t; when the solution u(z,t;) is already computed in the last time steps ¢; with j < 4.
However, in the time-simultaneous approach this is not possible since we do not know the
solution at the previous time steps.

Instead, we have to perform an outer nonlinear iteration where we solve a corresponding
linearized PDE problem over the complete space-time domain in each step. First of all,
we consider the (standard) fixed-point method where the new approximation it =
uUt) (z,1) is calculated by solving

Oul*D — LD+ = (z,t) € 2 x (0,7)

where uUTY satisfies the same initial and boundary conditions as the solution w.
Another nonlinear iteration is the Newton method. Here, we solve

o) — K@)+ = FO) (2,6) € 0 x (0,T)

where K (u))vU+) corresponds to the Fréchet derivative of L(u)u evaluated in ) and
applied to vUTY) | while FU) denotes the nonlinear residual:

FO) = 9 — L) — ¢ (8)

The correction v = vU11) has to satisfy homogeneous boundary conditions so that the new
approximation given by ult1) = () — ¢ satisfies the boundary conditions if the initial
guess ug also satisfies them.

Summarizing these two nonlinear approaches, we have to calculate a residual vector
in each nonlinear iteration step and nonstationary linearized PDE problems have to be
handled which correspond to the actual fixed-point, resp., Jacobian matrix. To solve these
nonstationary, but linear problems, we can apply the described time-simultaneous multi-
grid approaches from the previous sections. From a theoretical point of view, the standard
convergence results for classical fixed-point and Newton methods, but now applied onto the
discretized space-time problem, can be obtained. However, how this is applied in practice
will be demonstrated in the next section where we analyze numerically the behavior of such



time-simultaneous nonlinear iteration methods for several prototypical examples. More-
over, we shortly discuss additional aspects like adaptive step-length control techniques
and also strategies for generating appropriate starting values in the time-simultaneous
framework which can significantly influence the resulting numerical convergence behavior,
too.

3 Numerical results

In the remaining part we provide numerical results for different linear and nonlinear test
problems to illustrate the potential of this new numerical approach. For illustration pur-
poses, all tests are performed on uniform meshes where each element has the same size.
Furthermore, for simplicity, we use constant time step sizes.

All tests, that focus on the numerical behavior, are done in MATLAB while the solver
for the 2D heat equation is implemented using the C++ based Finite Element Analysis
Toolbox 3 E] to test the performance and parallel scaling capabilities of this method. The
strong scaling tests were executed on the LiDO3 cluster E] which features 316 nodes with
2 Intel Xeon E5-2640v4 and 64 GB RAM on each node (see Fig. [4).

3.1 Linear problems

As first linear test problem, the heat equation with the following setting

Owu(x,t) — Au(z,t) =1+ 0.1sin(t) (z,t) € 2 x (0,7,
u(z,t) =0 (x,t) € 00 x (0,7,
u(z,0) =0 x €,

on the 2D unit-square domain Q = (0,1)? C R? is used which is discretized with bilin-
ear finite elements and mass lumping in space and with Crank-Nicolson in time. The
introduced time-simultaneous multigrid algorithm (here: F-cycle) uses one BICGSTAB
iteration (preconditioned with the block diagonal matrix) as pre- and post-smoothing pro-
cedure. For each test the total number of time steps is M = 1000, while the number of
simultaneously computed time steps K changes. For example, in the case of K = 100, 10
sequentially executed multigrid solves are needed to compute the solution on the full time
domain. This ensures that for a fixed A = ;5 the same problem is solved regardless of the
number of simultaneous time steps K. Then, the shown number of multigrid iterations is
the average over those 10 solver steps. Additional simulations using the sequential time-
stepping scheme and solving the corresponding stationary equation (‘stat.) are performed
to obtain reference results (see Fig. [3). Obviously, changing X in combination with a fixed
spatial grid size and a fixed number of total time steps implies that the time step size T
and the time interval (0,7) are changed.

The number of multigrid iterations for very small and large time steps behaves as
expected: For A > 1 the number of iterations needed to reduce the norm of the global
residual vector by a factor of 1072 is independent of the block size K and corresponds to
the number of iterations that are needed in the stationary test (which means the solution
of one Poisson problem on the given spatial mesh). In the case of A < 1, the multigrid
algorithm converges in one step and in-between the number of iterations is at most slightly
higher than in the case of large time steps. The only major difference between different
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block sizes is that the transition area between ’small’ and ’large’ time steps shifts to smaller
time steps if the block size K, and hence the number of simultaneously treated time steps
increases.

Comparing the results of different spatial grids shows that the grid size only affects
the convergence speed due to its influence on A. Other linear multistep methods, higher
order finite elements and different test cases show a similar qualitative behavior.
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Figure 3: Number of multigrid iterations in the heat equation test case with different time
step sizes and block dimensions
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Figure 4: Strong scaling test: Solver time and speed up for an increasing number of cores,
h =1/256 (leading to appr. 66.000 grid points), 7 = 0.001, T'=1

The strong scaling tests in Fig. [ use the same multigrid setup and the same test
problem with 256 x 256 quadratic elements (h = 1/256) and time step size 7 = 0.001. In
the sequential time-stepping case the lowest time of 23.3 seconds to solve the complete
system, that means for 1000 time steps, can be achieved using 32 cores, while more yield no
benefit for such (in space) small-scale problems. Due to the computational overhead, the
time-simultaneous approach needs approximately twice the time for low core counts but
provides much better scaling. For a small block size of K = 20 time steps the simulation
time can be already significantly improved, while greater block sizes may even further
improve the scaling behavior. With 2048 cores and K = 1000 simultaneous steps we
achieve a speedup by a factor of 27 per multigrid iteration, but we need 7 iterations,
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whereas the sequential time-stepping solver only needs appr. 5 multigrid iterations on
average. This results in a overall speedup factor of 19 leading to a solver time of 1.2
seconds.

3.1.1 Convection-Diffusion equation

The second linear test case is the (1D) nonstationary convection-diffusion equation
Opu(z,t) — e0pgu(z, t) + c(x, t)Opu(z,t) = f(x,t) (x,t) € (0,1) x (0,7,
with homogeneous Dirichlet boundary conditions, the initial condition
u(z,0) = exp(4(z — 2?)) — 1,
the space- and time-dependent velocity field
c(z,t) = sin(mx) sin(2t)

and the forcing function
f(z,t) = sin(mt) .

The PDE is discretized using finite differences in space with a first-order upwind dis-
cretization for the convection term and the implicit Euler discretization in time. The
time-simultaneous multigrid solver uses one BiCGSTAB smoothing step (with the de-
scribed (block) Jacobi preconditioner). The following results are computed using a W-
cycle. Other cycles lead to a larger increase of iterations for both, the time-stepping and
the time simultaneous solver, when the diffusion coefficient is small. In contrast to the pre-
vious tests, the number of simultaneous time-steps is fixed and equal to the total number
of time steps K = M = 100.

Each simulation is executed with the time-simultaneous multigrid method and with
the corresponding sequential time-stepping where a standard (geometric) multigrid solver
with the same setup is used as linear solver in each time step. The results of the sequential
time-stepping approach are provided as reference (labeled with ‘seq. in Fig. [5)).

20 ¢ -6 -¢e=1 eooeeQer ] 201 —o-e=1
o
-e-e=1e-2 POOOR I\ ApalAasaa “Oreste2
15 | [Fo-e=te-4 RN | 15 | [Fo-e=te-4
i e=1, seq. " b e=1, seq.
~hoe=le-2,seq.| & o e=16-2, seq. 92\90222
8 1o | Lo e=te-4,seq.| 4 ] 5 qq | 4 e=1e-4, seq. Foogasaias |
= B = A'
) 000d A
/I II A
5 8 o gase-aheest 5 P o Wﬁ
dooms: aaes * i oabofanant
0 aﬁeeedmﬁAAAAAAﬂ 0 aoeeeﬁoezzz.a ‘-A-AA-AAA‘A
10°° 10° 10° 10°° 10° 10°
A A
(a) h =1/256 (b) h=1/1024

Figure 5: Convection-diffusion equation with M = K = 100 time steps for the sequential
(‘seq) and the time-simultaneous approach

The results show again a similar behavior for both methods (see Fig. [5): The number
of necessary multigrid steps to reduce the residual by a factor of 10~® is bounded for large
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time steps, and for small step sizes only one iteration is needed. Decreasing the diffusion
parameter ¢ leads (as can be expected) to a slower convergence speed but this is also true
for the sequential time-stepping case and is likely caused by the Jacobi smoother which
is not perfectly suitable for convection-dominated problems. Therefore, this effect is less
dominant on finer spatial grids. The biggest difference between both methods is that
the transition range between higher and lower values for A shifts to smaller time steps in
comparison with the sequential time-stepping approach. When the diffusion parameter
is small, this behavior is more noticeable.

3.2 Nonlinear problems

To demonstrate that this new time-simultaneous approach can also be used to solve non-
linear PDEs while exploiting the reduced latency costs in the linear subproblems, we show
numerical results for problems of three different types.

3.2.1 Viscous Burgers’ equation

The first nonlinear test problem is the viscous Burgers’ equation
Owu(x,t) — e0gpu(x, t) + ul(x, t) Opu(z, t) = f(x,t) (z,t) € (0,1) x (0,7)  (9)

= max{l — 5z,0},
0, with ¢ € (0, 7).
t) is determined as

Dirichlet boundary conditions u(0,¢) = g(¢t) = 1 and wu(1, )
In the fixed-point iteration the new approximation uU +1) wlit (
solution of the linear convection-diffusion problem

in one spatial dimension with a given initial condition u(z,0) = ug(x)
) pu—

Al — 20w 4 4 gult) = f(z,t) (z,t) € (0,1) x (0,7,
u ) (2,0) = ug () z€(0,1),
w9 (0, 1) = g(t) , uV (1, 1) = h(t) te(0,7),

whereas the update vt = 4@ — yU+D in the Newton method is given by the linear
convection-diffusion-reaction problem in each outer iteration step

000D — 29,00 1yt 00) 4 Do) — PO (24) € (0,1) x (0,T)
WU (z,0) = 0 z€(0,1),
,U(j+1) (O,t) _ U(j+1)(17t) =0 te (OuT) ’

with
FU) = 9,09 — c9,pul) + 0D oul) — f

Here, we use a FD discretization with upwinding in space and the implicit Euler scheme
in time. As linear solver we use the same multigrid configuration as for the convection-
diffusion equation in section The time-simultaneous solvers treat all time steps as
once, so the number of simultaneously computed time steps is equal to the total number
of time steps M = K =

It is obvious that the number of necessary fixed-point iterations, denoted by it, to
achieve a global residual reduction by 1075 depends on the simulated time horizon in
the case of small diffusion coefficients ¢ which render the problem more nonlinear (see
Tab. . For example, in the case of T'= 0.1, ¢ = 1072 and 7 = 0.005, the fixed-point
iteration achieves the desired residual reduction after 9 steps, but 37 iterations are needed
for T'= 0.4. If we extend the time interval even further to 1" = 1.0, the time-simultaneous
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e=1 e=10"" e=10"
ref Mg MGrep W itrey MG MGref it ilref mg — MgGref

S
\l
=
Py

0.1 0.050 4 4.00 6.50 6.38 10 9.00 6.70 6.50 13 11.50 7.15 7.04
0.1 0.005 4 3.00 6.25 6.33 8 415 6.75  6.67 9 445 733  6.93
0.1 0.001 4 299 6.25 6.46 7 3.00 6.8 @ 6.38 8 3.00 838 6.01
0.4 0.050 4 400 6.25 647 16 9.75 6.81 6.65 26 13.75 838 7.94
0.4 0005 4 3.00 6.25 6.36 15 479 6.53 6.44 37 6.85 859 7.24
0.4 0001 4 254 6.25 6.72 15 3.00 6.53 6.26 41 4.18 946  6.38
1.0 0.050 5 4.00 640 649 23 930 6.52 6.60 45 14.10 8.58  8.16
1.0 0.005 5 3.00 640 654 25 492 640 6.05 >50  7.63 - 7.49
1.0 0.001 5 222 640 687 25 3.00 6.40 5.76 >50  4.67 - 6.65

(a) Fixed-point method

e=1 e=1072 e=10"3
T T it ey mg MGrey 1t itrey mg MmgGrey it ilrey mg MGref
0.1 0.050 2 2.00 6.00 7.00 3 3.00 6.33 7.00 3 3.50 7.67 7.57
0.1 0.006 2 2,00 6.50 7.00 3 255 6.67 7.06 3 280 8.33 8.27
0.1 0.000 2 200 6.50 7.00 3 2.00 6.67 7.00 3 2.00 10.00 6.76
04 0.050 2 275 6.00 6.73 3 3.75 6.00 7.00 3  4.50 8.33 8.56
0.4 0.006 2 200 6.50 7.00 3 289 6.67 7.01 4 3.45 10.25 8.40
04 0.000 2 200 6.50 7.00 3 2.00 6.67 7.26 4  2.63 12.00 7.06
1.0 0.050 2 290 6.00 6.69 3 390 6.67 7.01 3 4.80 9.00 8.86
1.0 0.006 2 2.00 6.50 7.00 3 296 6.33 6.80 4 3.78 12.00 8.62
1.0 0.001 2 2.00 6.50 7.00 4 2.00 6.50 7.40 5 2.85 14.00 7.23

(b) Newton method

Table 1: Burgers’ equation: number of nonlinear iterations, h = ﬁ
fixed-point iteration needs 45 iterations in the case of 7 = 0.05 and for smaller time steps
the nonlinear solver does not reach the convergence criterion in 50 iteration. On the
other hand, the averaged number of fixed-point iterations per time step it,.y is only 14.1
in the sequential time-stepping approach with time step size 7 = 0.05 and decreases for
smaller time steps. Therefore, a time-simultaneous fixed-point iteration is not suitable
for the Burgers’ equation in the case of small viscosity since the number of nonlinear
iterations clearly depends on the final simulation time 7" which is not surprising due to
the physical information transport in this Burgers’ problem. However, the number of
time-simultaneous multigrid steps in each nonlinear fixed-point iterations remains stable
as expected.

In contrast, the Newton scheme can provide much faster convergence, especially if the
initial starting values are close enough to the solution. Then, the typical quadratic con-
vergence behavior can be observed. Thus, we compute the solution for the same problem
in a nested manner with 2h, 7 and 2¢ and use the result as initial guess for the simu-
lation with the grid sizes 7, h and the viscosity parameter €. Increasing the viscosity
leads to a more diffusive profile that can be appropriately resolved on the coarser meshes.
It also improves the linear multigrid solver as the problems on the coarser meshes are
less convection-dominant. Using this starting value procedure, the number of iterations
shows only a slight increase if a longer time horizon is calculated simultaneously since the
quadratic convergence behavior of Newton methods can be exploited. In these tests at
most 5 iterations are necessary to achieve the desired residual reduction.

The averaged number of multigrid steps in each nonlinear iteration, denoted by mg,
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increases with a smaller viscosity, but is still more or less independent of the size K of
simultaneously treated time steps. In the most difficult test case with T" = 1.0, 7 = 0.001
and ¢ = 1073, 5 Newton iterations with an averaged number of 14 (time-simultaneous)
multigrid iterations are needed to solve the complete space-time problem using the nested
starting strategy. This means that a total number of 14 - 5 = 70 multigrid iterations
are needed to solve the fully nonlinear time-dependent problem. In the sequential time-
stepping case we only need 2.85 Newton iterations on average with an averaged number of
mgres = 7.23 multigrid iterations resulting in roughly 7.23-2.85 = 20.6 multigrid iterations
per time step. Overall the time-simultaneous approach for this nonstationary nonlinear
problem needs appr. % = 3.4 times the number of multigrid iterations in comparison
with the sequential time-stepping solver but the previous scaling results (see Fig. |4)) show
that with 1000 simultaneously treated time steps a bigger speedup per multigrid iteration

is possible.

3.2.2 Allen-Cahn equation

As second nonlinear problem we consider the Allen-Cahn equation for u = u(z,t)

1
Ou — Au + s—zu(u2—1) =0 (x,t) € Q x (0,7T),
Opu =0 (x,t) € 002 x (0,7T),
u(z,0) = up(x) x €,

on the unit square domain 2 = (0,1)? with ¢ = 0.01. Here, we use the initial condition
up () = 0.05( cos(6mz) cos(47y) + (cos(8mx) cos(67y))?
+ cos(2mx — 10my) cos(4dmx — 27y)).

The qualitative behavior of the solution at different times is shown in Fig. [6]

1 0.15 1 1 1 1 1
- - - -
0.8 0.1 0.8’ = ® 4 05 0.8 05 0.8 05
0.6 0.05 o.e~ . 0.6 0.6
> > 0 > 0 > 0
0.4 0 0.4 ~ 0.4 L] 0.4
0.2 005 02 r e ® dB° o2 05 o2 05
0 o‘ - . 0 ol
0 0.5 1 0 0.5 1 0 0.5 1
X X

X

(a) t = 0.0 (b) ¢ = 0.001 (c) t = 0.004 (d) t = 0.016

Figure 6: Qualitative behavior of the solution at different time steps
Here, Newton linearization leads to the following reaction-diffusion PDE for v = v(x, t)

1 2 . . 1 . )
O — Av + ?(?mu) - 1>v = 9u) — Ayl 4 ;u(7)<u(]) - 1) (x,t) € Q@ x (0,T),

Opv(z,t) =0 (x,t) € 02 x (0,7),
v(z,0) =0 x € Q,

which has to be solved via the time-simultaneous (linear) multigrid approach in order to
compute the Newton update uUTY = 49 — v . For the discretization in time and space,
we use bilinear finite elements in space and the Implicit Euler scheme.

For this test case, the results show a strong dependency of the number of nonlinear
iterations from the starting values which can be expected for the Newton method. To
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visualize the corresponding convergence behavior in time we calculate the global residual
vector r; after the j-th Newton iteration, which corresponds to the discretized version of
the residual F9) in equation . Then, we split that vector and compute the spatial norm
in each time step, so that we can quantify how much each time step contributes to the
global residual. So the residual at time step k after the i-th Newton iteration is given by

=

N
7j(ty) = (Z (w1, tk)Q)
=1

It should be noted that a residual of (almost) 0 in a single time step does not imply that
the solution is reached if the residual at a previous time is not 0.

If the prescribed initial condition is used as starting value at all time steps, the norm
of the residual declines only in the very first of the simultaneously computed time steps,
whereas the residual in the later time steps even increases significantly (see Fig. .
Then, the residual decreases in one time step after another. This implies that increasing
the time horizon T and therefore increasing the number of simultaneously computed time
steps leads to even more nonlinear iterations.

Better results can be achieved by using a nested procedure where the starting value is
computed by solving (also in a time-simultaneous manner) the same problem, but with a
coarser discretization. In Fig. the solution for mesh size h = 1/50 and 7 = 5 x 107°
is used as a starting value to solve the problem with refined grid sizes h = 1/100 and
7 = 2.5x107°. In this case the discrete residual decreases in all time steps in all iterations
which corresponds better to the expected quadratic convergence behavior of the Newton
solver. Consequently, only 5 iterations are needed to achieve a global residual reduction
by 1078,

In Tab. [2] corresponding results for different time step sizes 7 and different end points
T are shown. In each simulation all time steps are computed using the solution computed
with the time step size 27 as start values. The iteration counts of the Newton scheme are
stable and nearly independent of the number of simultaneously computed time steps if the
time step size is small enough. Otherwise the initial guess is not good enough, although
it portrays the qualitative behavior of the solution. Moreover, if we choose over-refined
meshes in space and time, it is possible to use the solution from a coarser discretization
in space and time as initial guess (see Tab .

1010 ‘ ‘ ‘ 100
—r
10
10 (N

E T 1070
] )
17 [
o0l o

10 -15

10 -20 . . . 10 -20 . . .
0 10 20 30 40 0 10 20 30 40
time step time step
(a) initial condition as starting value (b) nested start strategy

Figure 7: Global residuals per time step in each iteration, h = 1/100, 7 = 2.5 x 1072,
T =0.001
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h T T=0.001 T=0.004 T=0.016

1/100  1/10000 16 31 81
1/100  1/20000 12 14 18
1/100  1/40000 6 6 7
1/100  1/80000 5 5 5
1/100  1/160000 4 4 5

Table 2: Number of nonlinear iterations: Solution with A and 27 used as initial guess

h T T=0001 T=0004 T=0.016
1/100  1/10000 16 31 81
1/200  1/20000 12 14 17
1/400  1/40000 6 6 9
1/800  1/80000 5 5 6

Table 3: Number of nonlinear iterations: Solution with 2k and 27 used as initial guess

3.2.3 Nonlinear stabilization method for advection problems

In this final example, we focus on a nonlinear stabilization technique for the (pure) linear
advection problem in one dimension with periodic boundary conditions

Ou(z,t) + Opu(z,t) =0 (z,t) € (0,1) x (0,7,
u(0,t) = u(1,t) te (0,7),
u(z,0) = X(0.1,0.5) () x € (0,1).

It is well known that the continuous and piecewise linear Galerkin approximation
of this problem might be polluted by spurious oscillations especially if the exact solution
possesses discontinuities. Therefore, stabilization techniques are commonly used to prevent
the occurrence of unphysical overshoots and undershoots. For example, the so called
algebraic flux correction (AFC) methodology introduced by Kuzmin and Turek [12] adds
algebraically defined artificial diffusion operators to the Galerkin discretization to provably
guarantee the validity of discrete maximum principles. In this case, the time-dependent
degrees of freedom (u;)Y; : [0,7] — RYN of the continuous and piecewise linear finite

element function uy, solve the semi-discrete problem [15, Section 4.5.2]
(Z mij)dtui — Z kijuj + Zdijmij(aj - ’lli) — Z(l — Ozij)d,'j(uj — ’U,Z) =0 Vi, (10)
J J J#i J#i
where m;; and k;; denote the entries of the mass and convection matrices while d;; =

max(—k;j,0, —kj;). The auxiliary quantity @ € RY approximates the time derivative of
the degrees of freedom (dsu;)Y; as follows:

U; = (Z mij)_l <Z kijuj + Z dij(uj — uz)) Vi
J J

J#
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Inspired by [14], Section 7.2], we define the correction factors ayj, dy; € [0,1] by

QfQ; \3
Q5 = 526]7 61 =1- max(07 1— qm) ’
3. : o7 \3
3
Inax(07 :l:(u - ’LL@))
QF = Y dy (u,_u,§2+6 > diymax (0, £(uj — ug)),
JF#4,mi;>0 J 7 iy >0

Pi= ) diy(uj—w)te = Y diluy - uil,

J#i,mq; >0 J#i,mi;>0
Pi= > diy[(i; —i;)? + e Ay dygliy =,
Jj#i,m;;>0 J#i,mi;>0

where € > 0 is a small regularization parameter and ¢,¢ > 0 can be increased to improve
the accuracy of the AFC solution. In this work, we set € = 1078 and consider ¢ = 10 as
well as ¢ = %. Eventually, the semi-discrete problem is discretized in time using the
implicit Euler method to achieve a provably bound-preserving finite element scheme [15,
Section 4.5.2].

Although the continuous problem under consideration is linear in u, the dependence of
the correction factors on the unknown solution makes the resulting AFC residual highly
nonlinear. To solve the time-blocked problem, we apply again the time-simultaneous
(damped) Newton scheme. Here, w € (0,1] is the relaxation parameter in the Newton
update w0t = () — e+ and is either chosen to be constant or is set to the largest w €
{27%|k € Np} so that the Armijo condition [I8] eq. (3.4) with ¢; = 107%] is satisfied for the
norm of the residual. The solution is accepted if the relative norm of the residual becomes
smaller than 10~% within a maximum of 500 nonlinear iterations. As an initial guess, we
either consider the solution sequentially calculated using a single Newton iteration in each
time step or the low order approximation produced by the AFC scheme for ¢ = ¢ = 0.
The former starting value is very accurate so that the time-simultaneous Newton scheme
converges with a fixed number of iterations independently of the final time 7" if 7 < 0.2
(see Tab. . The same behavior can be observed for greater time increments if the solution
update is damped, at least in some iterations. On the other hand, the low order solution is
very diffusive and the use of a relaxation parameter smaller than 1 seems to be mandatory
to achieve a global residual reduction which is independent of T' (see Tab. .

In Fig. [8] the behavior of the residual for the time-simultaneous Newton scheme using
different damping parameters is illustrated for A = 0.01, T'= 1, 7 = 0.002, and the low
order initial guess. For the undamped Newton scheme, the residual decreases sequentially
with respect to time and, hence, leads to a convergence behavior which depends on the
final time T. If the damping parameter is smaller than one, the order of convergence is
formally reduced, but the solution converges globally so that the total number of iterations
seems to be independent of T. Therefore, the Armijo algorithm can be used to combine
both benefits: During the first iterations, the residual of this time-simultaneous approach
is large and a relaxation parameter smaller than 1 results in a global residual reduction.
When the residual is sufficiently small, the relaxation parameter is adaptively increased
and a quadratic convergence behavior can be observed.
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T Th~! w=1.0 w=0.8 w=0.5 w adapt.

1 0.8 - - - = = =27 27T 27 17 17 13
1 0.4 - - = 15 17T - 27t 27 27 17 15 15
1 0.2 4 4 4 12 12 12 27 27 27 4 4 4
1 0.1 4 4 4 12 12 12 27 27 27 4 4 4
2 0.8 - - - = = = 271 27t 27 17 17 13
2 0.4 - - - 15 19 - 27 27 27 17 17 15
2 0.2 6 4 4 12 12 12 27 27 27 6 4 4
2 0.1 4 4 4 12 12 12 27 27 27 4 4 4
3 0.8 - - - = = = 27 2t 27 17 17 13
3 0.4 - - = 15 19 - 27 27 27 17 17 15
3 0.2 6 4 4 12 12 12 27 27 27 6 4 4
3 0.1 4 4 4 12 12 12 27 27 27 4 4 4
4 0.8 - - - - = = 27 27t 27 17 17 13
4 0.4 - - - 15 19 - 27 27 27 17 17 15
4 0.2 6 4 4 12 12 12 27 27 27 6 4 4
4 0.1 4 4 4 12 12 12 27 27 27 4 4 4

Table 4: Advection equation: Number of (damped) Newton iterations where the initial
guess is given by the solution sequentially calculated using one Newton iteration in each

time step (first column: h = %; second column: h = ﬁ; third column: h = ﬁ)
T Th™! w=1.0 w=0.8 w=05 w adapt.
1 0.8 — — — — — — 28 28 28 14 14 17
1 0.4 — — - 17 - - 30 31 31 13 13 13
1 0.2 21 36 78 18 19 21 32 35 36 12 14 29
1 0.1 15 19 88 17 20 23 32 36 40 12 13 20
2 0.8 — — — — — — 28 28 28 14 14 17
2 0.4 — - - 17 - — 30 31 31 16 13 14
2 0.2 21 53 135 18 19 31 32 35 38 12 15 30
2 0.1 19 27r 105 17 20 30 33 39 47 13 15 24
3 0.8 — - — - - — 28 28 28 15 14 17
3 0.4 - - - 17 - - 30 31 32 16 13 19
3 0.2 21 104 222 18 23 55 32 35 55 12 16 24
3 0.1 21 4 126 17 22 63 45 83 77 14 19 40
4 0.8 — — — — — — 28 28 28 15 14 17
4 0.4 — — - 17 - - 30 31 35 16 13 23
4 0.2 21 201 299 18 26 77 32 35 87 12 16 30
4 0.1 30 63 196 19 43 83 51 96 161 14 18 37

Table 5: Advection equation: Number of (damped) Newton iterations using the low order
solution (¢ = ¢ = 0) as initial guess (first column: h = =; second column: h = 1= third

1 %’ m’
column: h = 555)
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Figure 8: Advection equation: Discrete residual per time step in selected Newton iterations

using the low order solution as initial guess, h = 0.01, 7 = 0.002, T'=1
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4 Conclusion

We have presented an algebraically motivated approach for solving linear PDE problems
leading to time-simultaneous geometric multigrid methods which are closely related to
multigrid waveform relaxation techniques. In the shown numerical examples the proposed
method yields a numerical convergence behavior that is robust w.r.t. the number of simul-
taneously treated time steps, the spatial mesh size and the time step size. In these cases,
where the number of iterations does not grow significantly with increasing K, the com-
putational cost is only slightly higher than in the corresponding sequential time-stepping
case, but the time-simultaneous multigrid approach enhances the scalability of the spatial
parallelization. Therefore, it is possible to use a higher degree of parallelism.

The application of this new approach to nonlinear nonstationary problems is also possi-
ble by using an adapted time-simultaneous Newton solver with suitable initial starting val-
ues and corresponding adaptive damping strategies while solving linearized subproblems,
corresponding to the related Jacobian matrices, with the introduced time-simultaneous
multigrid techniques in each Newton step. While this paper mainly aims to introduce and
explain the underlying basic principles of this approach and explains the corresponding
algorithmic and computational aspects to exploit an improved scaling behavior of spatial
parallelism, the presented numerical tests of prototypical character illustrate the potential
towards real life problems in the context of nonstationary nonlinear PDE problems for
long time horizons.
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