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A POSTERIORI ERROR ANALYSIS FOR OPTIMIZATION
WITH PDE CONSTRAINTS

FERNANDO GASPOZ, CHRISTIAN KREUZER, ANDREAS VEESER,
AND WINNIFRIED WOLLNER

Abstract. We consider finite element solutions to optimization problems,
where the state depends on the possibly constrained control through a linear
partial differential equation. Basing upon a reduced and rescaled optimal-
ity system, we derive a posteriori bounds capturing the approximation of the
state, the adjoint state, the control and the observation. The upper and lower
bounds show a gap, which grows with decreasing cost or Tikhonov regulariza-
tion parameter. This growth is mitigated compared to previous results and
can be countered by refinement if control and observation involve compact op-
erators. Numerical results illustrate these properties for model problems with
distributed and boundary control.

1. Introduction

A basic example for optimization problems constrained by partial differential
equations (PDEs) is

(1.1) min
(q,u)∈K×H̊1(Ω)

1

2
∥u− ud∥2L2(Ω)+

α

2
∥q∥2L2(Ω) subject to −∆u = f+q in Ω,

where Ω ⊂ Rd is a suitable domain, ud is the desired state and we assume box
constraints, i.e. K := {q ∈ L2(Ω) | a ≤ q ≤ b} with a < b. Such problems
are ubiquitous in the optimal control of PDEs. They appear also as Tikhonov
regularizations of inverse problems. In the former case the parameter α > 0 scales
the cost of the control, while in the latter case it is the regularization parameter,
which may be chosen quite small. Hence, in any result about such problems, the
dependencies on α are critical.

This article concerns the a posteriori error analysis for problems like (1.1). An
a posteriori error analysis aims at deriving computable quantities that, ideally,
bound a suitable error from above and below. These quantities can then be used
to assess the approximate solution, and as input for an adaptive strategy refining
the mesh. For both applications, close bounds will be advantageous and thus, in
the case of problems like (1.1), their dependencies on α are of particular interest.

To state our main results for the model problem (1.1), we consider the linear
finite element solution, with or without discretized control; cf. [14]. We denote its
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error by err, which suitably combines the H̊1-errors of state and adjoint state and
the L2-errors of control and observation. Furthermore, let η2 =

∑
z∈V η

2
z be an

estimator, whose local indicators ηz quantify the local residuals in Theorem 4.1
below in the spirit of [6, 19]. Then Theorems 4.1 and 4.4 imply, as α→ 0,

(1.2) c∆η ≤ err ≤ C∆ min

1 +O

(
1√
α

)
, 1 +O

(
1

α

) (∑
z∈V h

2
zη

2
z

) 1
2

η

 η.

Here hz denotes the local meshsize around a vertex z ∈ V and the constants c∆, C∆

are independent of α. More precisely, they depend on the technique quantifying
the local residuals, the shape regularity of the mesh cells, and the Poisson problem,
which is associated with the state equation. Furthermore, the two constants ensure
the equivalence

(1.3) c∆η∆ ≤ ∥∇(v − V )∥L2(Ω) ≤ C∆η∆,

where η∆ is the counterpart of η for the H̊1-error between any solution v to the
Poisson problem and its linear finite element approximation V .

For equivalences like (1.3), the ratio C∆/c∆ ≥ 1 of the involved constants pro-
vides information about the quality of the estimator η∆. The structure of (1.2)
is slightly more involved because the min depends on the indicators ηz, z ∈ V,
and therefore is no part of the constant. Nevertheless, we can measure the quality
of the error quantification (1.2) similarly by the ratio of upper to lower bound,
which we call gap. In this context, the error bounds (1.2) lead to the two following
interrelated conclusions:

• Taking (1.3) as a benchmark for the used estimation technique, the gap
in (1.2) becomes the one associated with η∆ for h := maxz∈V hz → 0 and
fixed α > 0.

• Ensuring
∑

z∈V h
2
zη

2
z ≤ α2η2, the gap in the error bounds (1.2) remains

uniformly bounded for all α > 0.
Apart from these two features, the error quantification (1.2) improves existing

results. To be more precise, we compare with [16, 18], which is the first abstract a
posteriori analysis and reviews previous a posteriori bounds. Therein, as α→ 0, the
gap grows with O(1/α) if the control is not discretized, otherwise with O(1/α2);
see Remark 3.4 for more details. In both cases, the error bounds (1.2) mitigate
those growths to O(1/

√
α).

The gap in (1.2) is closely related to the a priori results in our previous article [10].
To see this, let us suppose a variational discretization [14] for simplicity and denote
by best-err the best approximation error in the underlying discrete spaces. Then [10,
Section 5.2] ensures the following variant of Céa’s lemma:

(1.4) err ≤ µ∆ min

{
1 +O

(
1√
α

)
, 1 +O

(
h

α

)}
best-err as α, h→ 0,

where µ∆ is the near-best approximation constant associated with the discretization
of the state equation. Inspecting Céa’s lemma and the derivation of (1.3), we see
that µ∆ corresponds to the ratio C∆/c∆. Furthermore, we observe that the min in
(1.4) is an upper bound for the one in (1.2).

The similarities between (1.2) and (1.4) result from a ‘duality’ in the respective
derivations. To illustrate this, we outline the key ingredients of both derivations.
In both cases, we first consider the possibly nonlinear optimality system

(1.5) −∆u−ΠK

(
− 1

αp
)
= f, −∆p− u = −ud,

where the control is implicitly given by q = ΠK(− 1
αp), and then divide the adjoint

equation by
√
α and replace the adjoint state p by z = p/

√
α. The latter has the



A POSTERIORI ERROR ANALYSIS FOR PDE CONSTRAINT OPTIMIZATION 3

effect that the perturbations of the Laplacian in both equations scale like 1/
√
α.

Analyzing the properties of the possibly nonlinear operator Bα associated with the
resulting system prepares the ground for both (1.2) and (1.4).

More precisely, the continuity and generalized coercivity properties of Bα are,
respectively, crucial ingredients for the lower bound and for the first option in the
upper bound of (1.2). For the first option in (1.4), one combines the continuity
properties of Bα with the coercivity properties of its discretization.

The second options instead hinge on the compactness of the perturbations of
the Laplacian in (1.5), which arises from the embedding H̊1(Ω) ⊂ L2(Ω). In both
cases, the error is decomposed into a main part and a ‘compact’ part. To this end,
we use an auxiliary function in the spirit of the elliptic reconstruction [22] for (1.2)
and a generalized Ritz projection for (1.4); see also Remark 3.5. The actual benefit
from the available compactness is limited by regularity theorems for the Poisson
equation on polygonal domains and/or properties of the discretization.

To conclude this introduction, the following remarks are in order:

• To quantify the local residuals in Theorem 4.1, one can use classical tech-
niques, see, e.g. [1,28], instead of [6,19]. In this case, the error quantification
(1.2) holds then only up to so-called oscillation terms.

• In the absence of control constraints, Theorem 3.10 provides a variant of
(1.2) with an improved gap.

• Although our approach is based upon the reduced optimality system (1.5),
it is not restricted to variational control discretizations as in [14] and covers
also discretized controls and bounds for their error; see Corollary 3.3.

This article is organized as follows. Section 2 recalls the continuity and coercivity
properties of Bα from [10], along with their proofs due to their importance and for
the sake of a self-contained presentation. The principal part of our a posteriori
analysis is then developed in Section 3. Finally, Section 4 illustrates the obtained
results by applying them to (1.1) and a Neumann boundary control problem, as
well as by numerical tests in both cases.

2. Optimization problem and reduced optimality system

This section presents the abstract optimization problem to be considered and
recalls from [10] its reduced and rescaled optimality system, along with key ingre-
dients for its well-posedness. These ingredients are also crucial for the subsequent
a posteriori error analysis.

To introduce the abstract optimization problem, we take the viewpoint of an
optimal control problem and start with the state equation. We assume that the
control variable q is taken from a real Hilbert space (Q, (·, ·)Q) with induced norm
∥ · ∥Q. The relation between control q ∈ Q and state u ∈ V1 is given by a linear
boundary value problem of the form

Au = f + Cq,(2.1)

with the following properties:

• The differential operator A : V1 → V ∗
2 is defined between the state space

V1, which is a Hilbert space with scalar product (·, ·)1 and the dual V ∗
2 of a

second Hilbert space (V2, (·, ·)2). For i = 1, 2, the induced norms on Vi and
V ∗
i and the dual pairing are denoted by ∥·∥i, ∥·∥i,∗, and ⟨·, ·⟩i, respectively.

We assume that the operator A is a linear isomorphism, i.e. the bilinear
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form a : V1 × V2 → R defined by (v1, v2) 7→ ⟨Av1, v2⟩2 satisfies

Ma := sup
∥v1∥1=1

sup
∥v2∥2=1

a(v1, v2) <∞,(2.2a)

∀v1 ∈ V1

(
∀v2 ∈ V1 a(v1, v2) = 0

)
=⇒ v1 = 0,(2.2b)

ma := inf
∥v2∥2=1

sup
∥v1∥1=1

a(v1, v2) > 0;(2.2c)

compare, e.g., with [23].
• The operator C : Q→ V ∗

2 is linear and bounded with constant MC .
• The load term satisfies f ∈ V ∗

2 .
Our goal is then to numerically solve the constrained optimization problem

(2.3) min
(q,u)∈K×V1

1

2
∥Iu− ud∥2W +

α

2
∥q∥2Q subject to Au = f + Cq,

and we suppose in addition:
• The set K ⊂ Q of admissible controls is nonempty, closed and convex.
• The cost of the control is scaled with a parameter α > 0, which can also be

viewed as a Tikhonov regularization.
• The desired state ud lies in the target space W , which is a Hilbert space

with scalar product (·, ·)W and induced norm ∥ · ∥W .
• The observation operator I : V1 →W is linear and bounded with constant
MI .

Problem (2.3) is a quadratic minimization problem with a possibly non-linear
constraint (in the case when K ̸= Q). As the set of admissible controls is convex
and closed, standard arguments ensure the existence of a unique solution; see,
e.g., [21, Theorem 1.1] or [27, Chapter 2.5].

To formulate the optimality system for (2.3), we introduce the adjoint operators
A∗, C∗, I∗ of A, C, I by

A∗v2 = a(·, v2), (q, C∗v2)Q = ⟨Cq, v2⟩2 , ⟨I∗w, v1⟩1 = (Iv, w)W

for all v1 ∈ V1, v2 ∈ V2, q ∈ Q, w ∈ W . The unique solution (q, u) of (2.3) is
equivalently characterized by the existence of a p ∈ V2, called adjoint state, such
that the following system of optimality conditions is satisfied:

(2.4) Au = f + Cq, A∗p = I∗(Iu− ud), q = ΠK(− 1
αC

∗p);

compare with [27]. Here ΠK | Q → K ⊂ Q is the projection operator onto the
admissible set K, which is characterized by ∥q − ΠKq∥Q = infp∈K ∥q − p∥Q or,
equivalently, by

∀p ∈ K (q −ΠKq,ΠKq − p)Q ≥ 0.(2.5)

We notice that ΠK is Lipschitz continuous with constant 1 and satisfies the inequal-
ity

(2.6) (ΠK(q1)−ΠK(q2), q1 − q2)Q ≥ ∥ΠK(q1)−ΠK(q2)∥2Q.

If K = {q ∈ L2(Ω) | a ≤ q ≤ b}, V1 = V2 = H̊1(Ω), A = −∆ is the weak Laplacian,
Q = L2(Ω) =W , C and I are the canonical compact immersions L2(Ω) → H−1(Ω)
and H1

0 (Ω) → L2(Ω), then (2.3) simplifies to the optimization problem (1.1) in the
introduction. Notice that, in this case, ΠKq = max{min{b, q}, a} and the operators
C and I are related by C∗ = I.

As in [10], we rescale the adjoint variable by

(2.7) z =
1√
α
p ∈ V2.
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This will turn out advantageous when considering the limit of vanishing Tikhonov
regularization; see in particular Remark 3.4. We thus obtain the rescaled system

(2.8) Au = f + Cq, A∗z =
1√
α
I∗(Iu− ud), q = ΠK(− 1√

α
C∗z),

and inserting the last equation into the first one, we end up with the reduced
optimality system(

− 1√
α
I∗I A∗

A −CΠK(− 1√
α
C∗·)

)(
u
z

)
=

(
− 1√

α
I∗ud
f

)
.(2.9)

In the typical case, when the operators C and I are compact (see (1.1)), we ob-
serve that the operator on the left-hand side of (2.9) is a compact perturbation
of the control to state operator A and its adjoint A∗. This was exploited in [10]
to show that the near-best approximation constant of Galerkin approximations for
the system (2.9) asymptotically tends to the near-best approximation constant of
the Galerkin approximation of the state equation; cf. (1.4). In this work, we aim
to exploit this observation in the a posteriori analysis for (2.9).

The variational formulation of (2.9) reads

∀φ1 ∈ V1 a(φ1, z)− 1√
α
(Iu, Iφ1)W = − 1√

α
(ud, Iφ1)W ,(2.10a)

∀φ2 ∈ V2 a(u, φ2)−
(
ΠK(− 1√

α
C∗z), C∗φ2

)
Q
= ⟨f, φ2⟩2.(2.10b)

This suggests to introduce the Hilbert space

(2.11) V := V1 × V2 with ∥v∥ :=
(
∥v1∥21 + ∥v2∥22

) 1
2

, v = (v1, v2) ∈ V

with dual space V ∗ = V ∗
1 × V ∗

2 and induced dual norm ∥ · ∥∗, as well as the form
bα | V × V → R given by

bα(v, φ) := a(v, φ) + cα(v, φ)(2.12a)

where

a(v, φ) := a(v1, φ2) + a(φ1, v2)(2.12b)

cα(v, φ) := −
(
ΠK

(
− 1√

α
C∗v2

)
, C∗φ2

)
Q
− 1√

α
(Iv1, Iφ1)W(2.12c)

for v = (v1, v2), φ = (φ1, φ2) ∈ V . Although a is bilinear, bα is in general only linear
in the second argument due to the presence of ΠK in cα. In the introduction, we
have mentioned the operator Bα : V → V ∗ given by Bαv := bα(v, ·). The bilinear
form a : V × V → R inherits its continuity and nondegeneracy properties from a.
More precisely, we have

(2.13) sup
∥v∥=1

sup
∥φ∥=1

|a(v, φ)| =Ma and inf
∥v∥=1

sup
∥φ∥=1

a(v, φ) = ma

with Ma and ma from (2.2). While the first identity is straight-forward, the second
one hinges on the inf-sup-duality, cf. Babuška [2],

(2.14) inf
∥v1∥1=1

sup
∥φ2∥2=1

a(v1, φ2) = inf
∥v2∥2=1

sup
∥φ1∥1=1

a(φ1, v2).

In this notation, (2.9) reads

(2.15) find x ∈ V such that ∀φ ∈ V bα(x, φ) = ⟨f, φ2⟩2 − 1√
α
(ud, Iφ1)W .

A pair x = (u, z) ∈ V solves the variational formulation (2.15) of the reduced and
rescaled optimality system if and only if the triple

(
u, z,ΠK (−C∗z/

√
α)
)
∈ V ×Q

satisfies the optimality system (2.8). Consequently, thanks to the convexity of (2.3),
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x = (u, z) ∈ X is a solution of (2.15) if and only if
(
ΠK (−C∗z/

√
α) , u

)
∈ Q× V1

is a solution of the optimization problem (2.3).
Although bα is not bilinear in general, we have derived in [10, Theorem 5.1]

properties that generalize the continuity and inf-sup stability of bilinear forms. As
this is fundamental for the following a posteriori analysis, we state them and repeat
their proofs. To this end, we introduce on V the seminorm

(2.16) |v| :=
(
∥Iv1∥2W + ∥C∗v2∥2Q

)1/2
and its relative the pseudometric

(2.17) δα(v, w)
2 := α

∥∥∥ΠK

(
− 1√

α
C∗v2

)
−ΠK

(
− 1√

α
C∗w2

)∥∥∥2
Q
+ ∥I(v1 − w1)∥2W .

For v, w ∈ V choosing φ = (−(v1 − w1), v2 − w2), we have

(2.18a) cα(v, φ)− cα(w,φ) ≥
1√
α
δα(v, w)

2,

while, for any v, w, φ ∈ V , we have

(2.18b) |cα(v, φ)− cα(w,φ)| ≤
1√
α
δα(v, w) |φ|

and, thanks to (2.6),

(2.19) δα(v, w) ≤ |v − w| .

The continuity bound (2.18b) and a Cauchy-Schwarz inequality lead to

(2.20) |bα(v, φ)− bα(w,φ)| ≤Ma dα(v, w) ∥φ∥ ,

where the metric dα is defined by

(2.21) dα(v, w) := ∥v − w∥+ 1√
α

M

Ma
δα(v, w), v, w ∈ V,

with
M := max{MI ,MC},

and ∥·∥ is from (2.11). This brings us in the position to state and prove the
announced properties of the operator associated with the reduced and rescaled
optimality system (2.9).

Theorem 2.1 (Continuity and inf-sup stability of form bα). For any v, w, φ ∈ V ,
we have

|bα(v, φ)− bα(w,φ)| ≤Ma dα(v, w) ∥φ∥(2.22a)

and there exists 0 ̸= ψ ∈ V such that

bα
(
v, ψ)− bα

(
w,ψ

)
≥ ma

κ
dα(v, w) ∥ψ∥ ,(2.22b)

where κ is defined by

(2.23) κ =
1 + 2L

1 + L

(
1 +

M

ma
(1 + 2L)

)
with L =

M√
α
.

Proof. The first inequality is (2.20). In order to prove the second one, we choose,
for fixed v, w ∈ V ,

ψ = ma(A
−1J2(v2 − w2), A

−∗J1(v1 − w1)) + γ(−(v1 − w1), (v2 − w2)),
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for some γ > 0 to be determined later. Here the evaluation maps Ji : Vi → V ∗
i are

defined by ⟨Jiψi, ·⟩i := (ψi, ·)i for i = 1, 2. With this choice, we obtain

bα(v, ψ)− bα(w,ψ)

= ma

(
a(v1 − w1, A

−∗J1(v1 − w1)) + a(A−1J2(v2 − w2), v2 − w2)
)

−ma

(
ΠK

(
− 1√

α
C∗v2

)
−ΠK

(
− 1√

α
C∗w2

)
, C∗A−∗J1(v1 − w1)

)
Q

−ma
1√
α

(
I(v1 − w1), IA

−1J2(v2 − w2)
)
W

− γ ma

(
ΠK

(
− 1√

α
C∗v2

)
−ΠK

(
− 1√

α
C∗w2

)
, C∗(v2 − w2)

)
Q

+ γ 1√
α
(I(v1 − w1), I(v1 − w1))W

≥ ma∥v − w∥2 − M√
α
δα(v, w)∥v − w∥+ γ√

α
δα(v, w)

2

≥ ma

(
∥v − w∥+ M

Ma

1√
α
δα(v, w)

)
∥v − w∥ − 2M√

α
δα(v, w)∥v − w∥

+
γ√
α
δα(v, w)

2,

where we used ma ≤ Ma as well as the continuity of C and I. Using Young’s
inequality 2st ≤ ϵs2 + t2/ϵ with ϵ = L

1+2Lma > 0, we may bound the critical term
by

2M√
α
δα(v, w)∥v − w∥ ≤ L

1 + 2L
ma ∥v − w∥2 + 1 + 2L

L

M2

maα
δα(v, w)

2.

Consequently, choosing

γ =
M

ma
(1 + 2L) ,

we arrive at

bα(v, ψ)− bα(w,ψ) ≥
1 + L

1 + 2L
ma dα(v, w)∥v − w∥

≥ 1

κ
ma dα(v, w)∥ψ∥.

Here the last inequality follows from

∥ψ∥ ≤
(
1 +

M

ma
(1 + 2L)

)
∥v − w∥. □

3. Relating error and residual

This section constitutes the principal part of our a posteriori analysis for the
abstract optimal control problem (2.3). A typical approach to such an analysis can
be subdivided into the following three steps; cf., e.g., [6, §4] or [28, §1.4]: given an
approximate solution,

• relate the error (norm) to a suitable norm of the so-called residual, a quan-
tity that depends only on data and the approximate solution,

• split the residual norm, which is typically of dual character, into local con-
tributions,

• further split the local contributions into a computable part involving the
approximate solution and an oscillatory part depending only on data.

This section addresses the first step. It then turns out that the following two steps
hinge only on the particular structure of the state and adjoint equations. Therefore,
they are not addressed in general and postponed to the applications in Section 4.
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We shall base our a posteriori analysis of the optimization problem (2.3) on the
variational formulation (2.15) of the reduced and rescaled optimality system (2.9).
Let x̃ = (ũ, z̃) ∈ V be some approximation of x = (u, z), where u is the exact state
and z the (rescaled) exact adjoint state. We define the residual in x̃ by

Res(x̃) :=

(
− 1√

α
I∗ud
f

)
−

(
− 1√

α
I∗I A∗

A −CΠK(− 1√
α
C∗·)

)(
ũ
z̃

)
,

or, equivalently in variational form, by

⟨Res(x̃), φ⟩ =
〈
f −Aũ+ CΠK

(
− 1√

α
C∗z̃

)
, φ2

〉
2
+
〈

1√
α
I∗(Iũ− ud)−A∗z̃, φ1

〉
1
.

In what follows, we shall offer three approaches to relate the error to the residual
Res(x̃), strengthening the relationship under increasingly stronger assumptions. For
comparison, it is useful to recall that the assumptions on the state equation imply
the following error-residual relationship: if v ∈ V1 verifies Av = g and ṽ ∈ V1 is
some approximation of v, then error and residual norm ∥g−Aṽ∥2,∗ are equivalent:

1

Ma
∥g −Aṽ∥2,∗ ≤ ∥v − ṽ∥1 ≤ 1

ma
∥g −Aṽ∥2,∗.(3.1)

(The proof of this follows the lines of the proof of Theorem 3.1 below, replacing
the form bα by the bilinear form a.) Notice that there is a gap between the upper
and lower bound for Ma ≫ ma, which can be measured by the ratio Ma/ma ≥ 1
of upper to lower bound.

3.1. Using continuity of control and observation. In contrast to the subse-
quent subsections, here we shall not assume compactness of the control operator C
and the observation operator I in addition to the conditions in Section 2, i.e. they
are just linear and bounded operators.

The residual and error are related through a possibly nonlinear operator. In fact,
since x = (u, z) is the exact solution of (2.9), we have the identity

Res

(
ũ
z̃

)
=

(
− 1√

α
I∗I A∗

A −CΠK(− 1√
α
C∗·)

)(
u
z

)

−

(
− 1√

α
I∗I A∗

A −CΠK(− 1√
α
C∗·)

)(
ũ
z̃

)
,

which in variational form reads

(3.2) ⟨Res(x̃), φ⟩ = bα(x, φ)− bα(x̃, φ), φ ∈ V.

Following standard arguments, this identity can be combined with the properties of
the form bα in Theorem 2.1. This direct approach leads to the following relationship
between the residual in the dual norm ∥·∥∗, see (2.11), and the dα-error, i.e. the
distance of the states and their approximations in the metric (2.21).

Theorem 3.1 (Bounding the dα-error – general case). Let x = (u, z) ∈ V be the
solution to (2.15) and ũ ∈ V2 some approximate state and z̃ ∈ V1 some approximate
rescaled adjoint state. Writing x̃ = (ũ, z̃), their dα-error is equivalent to the dual
norm of the residual:

1

Ma
∥Res(x̃)∥∗ ≤ dα(x, x̃) ≤

κ

ma
∥Res(x̃)∥∗

with κ from (2.23).
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Proof. The identity (3.2) and the Lipschitz continuity (2.22a) imply that, for any
φ ∈ V ,

|⟨Res(x̃), φ⟩| = |bα(x, φ)− bα(x̃, φ)| ≤Ma dα(x, x̃) ∥φ∥ .

Dividing by ∥φ∥ and taking the supremum over all 0 ̸= φ ∈ V proves the lower
bound.

For the upper bound, it follows from (2.22b) and (3.2) that there exists 0 ̸= ψ ∈ V
such that

ma

κ
dα(x, x̃)∥ψ∥ ≤ bα(x, ψ)− bα(x̃, ψ) = ⟨Res(x̃), ψ⟩ ≤ ∥Res(x̃)∥∗∥ψ∥.

Thus dividing by ∥ψ∥ > 0 finishes the proof. □

Remark 3.2 (Gap in bounding dα-error – general case). The upper and lower
bound in Theorem 3.1 present the gap (Maκ)/ma. With respect to (3.1) concerning
the state equation, this gap is amplified by the factor κ from Theorem 2.1.

For the limit α → 0 of the Tikhonov regularization parameter, with I and C
fixed, we have L = M√

α
→ ∞ and, therefore, the amplification factor κ verifies

(3.3) κ =

(
4M2

ma
+ o(1)

)
1√
α

as α→ 0.

Theorem 3.1 considers only approximations of the state and the (rescaled) adjoint
state. As outlined above, this arises from the direct application of Theorem 2.1,
which analyses features of the rescaled and reduced optimality system (2.9). The
absence of an explicit control in a discretization of (2.9) then corresponds to as-
suming that the approximate control is given by ΠK

(
− 1√

α
C∗z̃

)
. Therefore, we can

combine Theorem 3.1 with suitable triangle inequalities to consider the complete
optimality system (2.8) with the augmented dα-error

dα(x, x̃) +
M

Ma
∥q̃ − q∥Q ,

where q̃ is some approximation of the exact control

(3.4) q := ΠK

(
− 1√

α
C∗z

)
.

Of course, the bounds then involve an additional residual of the approximate con-
trol.

Corollary 3.3 (Bounding the augmented dα-error – general case). In addition to
the assumptions of Theorem 3.1 and (3.4), let q̃ ∈ K be some approximate control.
Then the augmented dα-error of (ũ, z̃, q̃) is bounded from above and below by

dα(x, x̃) +
M

Ma
∥q − q̃∥Q ≂

(
∥f −Aũ+ Cq̃∥22,∗ +

∥∥∥A∗z̃ − 1√
α
I∗(Iũ− ud)

∥∥∥2
1,∗

) 1
2

+
M

Ma

∥∥∥q̃ −ΠK

(
− 1√

α
C∗z̃

)∥∥∥
Q
,

where the constants hidden in ≂ present the same asymptotics for α → 0 as those
in Theorem 3.1.

Proof. We verify only the lower bound; the upper one follows from similar argu-
ments upon noting (κMa)/ma ≥ 1. First notice that the triangle inequality ensures

∥f −Aũ+ Cq̃∥2,∗ ≤
∥∥∥f −Aũ+ CΠK

(
− 1√

α
C∗z̃

)∥∥∥
2,∗

+M
∥∥∥q̃ −ΠK

(
− 1√

α
C∗z̃

)∥∥∥
Q
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and, combined with the definition (3.4) of q,

M
∥∥∥q̃ −ΠK

(
− 1√

α
C∗z̃

)∥∥∥
Q

≤M ∥q̃ − q∥Q +M
∥∥∥ΠK

(
− 1√

α
C∗z̃

)
−ΠK

(
− 1√

α
C∗z

)∥∥∥
Q

≤M ∥q̃ − q∥Q +
M√
α
δα(x, x̃) ≤M ∥q̃ − q∥Q +Madα(x, x̃).

Hence, the lower bound follows from the one in Theorem 3.1 without additional
appearance of the parameter α. □

It is instructive to compare our approach based upon the reduced and rescaled
optimality system with the previous a posteriori analysis in [17,18].

Remark 3.4 (Comparison with [17, 18]). We refer in particular to [18, Theo-
rem 2.2], the proof of which presents the explicit dependencies between error terms
and residual. Compared to our approach, there are two main differences regarding
the error notion: First, in contrast to (2.7), the adjoint state in [18] is not rescaled
and the same holds true for the residual of the adjoint equation. Second, the error
notion in [18] does not explicitly involve the observation error.

For α → 0, the gap between upper and lower bound in [18, Theorem 2.2] grows
like O(1/α2) in general and reduces to O(1/α) if the residual of the approximate
control vanishes as in the reduced optimality system. In contrast, the respective gaps
in Corollary 3.3 and Theorem 3.1 are only O(1/

√
α). This slower growth arises

from the properties of the form bα in Theorem 2.1 about the reduced and rescaled
optimality system. The amplified growth in [18, Theorem 2.2] in the general case
results from the fact that the absence of the observation error in the error notion has
to be compensated by bounding in terms of the stability of the observation operator
and the error of the adjoint state.

3.2. Using compactness of control and observation. In this subsection, we as-
sume that both the control operator C and the observation operator I are bounded
and compact. This situation is often encountered in applications; see Section 4 for
two examples.

Let us first outline the idea how to take advantage of the compactness assump-
tions. To this end, we may split the operator of the reduced optimality system (2.9)
as follows:(

− 1√
α
I∗I A∗

A −CΠK(− 1√
α
C∗·)

)

=

(
0 A∗

A 0

)
+

(
− 1√

α
I∗I 0

0 −CΠK(− 1√
α
C∗·)

)
,

where the first term on the right-hand side is α-independent, while the second
can be viewed as an α-dependent, compact perturbation. Since the first term is
invertible, we can apply this operator splitting to the residual Res(x̃) and translate
it into a splitting of the error x − x̃. More precisely, applying the inverse of the
first operator on the right-hand side to the residual, we define an auxiliary function
Rx̃ ∈ V by

Rx̃− x̃ =

(
0 A−1

A−∗ 0

)
Res(x̃)(3.5)

and write
x− x̃ = (x−Rx̃) + (Rx̃− x̃),
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where Theorem 3.1 and (3.1) together with its ‘adjoint’ variant, respectively, imply

1

Ma
∥Res(Rx̃)∥∗ ≤ dα(x,Rx̃) ≤

κ

ma
∥Res(Rx̃)∥∗ ,(3.6)

1

Ma
∥Res(x̃)∥∗ ≤ ∥x̃−Rx̃∥ ≤ 1

ma
∥Res(x̃)∥∗ .(3.7)

Observe that (3.7) relies only on properties of the state equation and involves
the known residual Res x̃. In contrast, (3.6) involves κ and so the regularization
parameter α as well as the unknown residual Res(Rx̃). However, applying the
operator of the optimality system (2.9) to the decomposition of the error reveals

(3.8) Res(Rx̃) =

(
1√
α
I∗I 0

0 CΠK(− 1√
α
C∗·)

)
(Rx̃− x̃).

Therefore, we can bound the critical error x − Rx̃ in terms of the error x̃ − Rx̃,
which is accessible through the known residual Res(x̃). More importantly, in view
of the compactness properties of the operator matrix in (3.8), we may take a norm
of Rx̃− x̃ that is weaker than ∥·∥ and, thus, allows for faster convergence.

Let us put this approach based on compactness into the context of previous and
related techniques.

Remark 3.5 (Connection with [18], elliptic reconstruction, Wheeler’s trick, and
Schatz’s argument). The above construction of the auxiliary function Rx̃ is also
implicitly used in [18], but as simple perturbation argument without exploiting the
compactness assumptions through (3.8). The use with (3.8) is quite similar to the
so-called elliptic reconstruction of [20,22] in the context of parabolic equations. The
error decomposition with the elliptic reconstruction can be viewed as the a posteriori
counterpart of the error decomposition in Wheeler’s trick [29] by means of the Ritz
projection. Similarly, but incorporating the role of compactness, the above approach
with Rx̃ is the a posteriori counterpart of the a priori analysis in [10] based upon
Schatz’s argument [24].

We proceed in variational terms and, in line with (3.5), define the auxiliary
operator R = (R1, R2) : V → V for x̃ = (ũ, z̃) by

∀φ2 ∈ V2 a(R1x̃, φ2) = ⟨f, φ2⟩2 +
(
ΠK

(
− 1√

α
C∗z̃

)
, C∗φ2

)
Q
,(3.9a)

∀φ1 ∈ V1 a(φ1, R2x̃) =
1√
α
(Iũ− ud, Iφ1)W .(3.9b)

The crucial relationship (3.8) then amounts to

(3.10) ⟨Res(Rx̃), φ⟩ = bα(x, φ)− bα(Rx̃, φ) = cα(Rx̃, φ)− cα(x, φ),

whence the critical error part is bounded with the additional help of (3.6) by

m2
a

κ2
dα(x,Rx̃)

2 ≤ ∥Res(Rx̃)∥2∗

=

∥∥∥∥CΠK

(
−C

∗R2x̃√
α

)
− CΠK

(
−C

∗z̃√
α

)∥∥∥∥2
2,∗

+

∥∥∥∥ 1√
α
I∗I(ũ−R1x̃)

∥∥∥∥2
1,∗

=:
M2

α
δ∗α(Rx̃, x̃)

2.

(3.11)

The approach based on compactness then leads to the following alternative to The-
orem 3.1 of the direct approach.

Theorem 3.6 (Bounding the dα-error – compact case). Let x = (u, z) ∈ V be
the solution to (2.15) and ũ ∈ V2 be some approximate state and z̃ ∈ V1 some
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approximate rescaled adjoint state. Writing x̃ = (ũ, z̃), their error is bounded from
above and below as follows:

dα(x, x̃) ≤
1

ma

(
1 +

(
κ+

ma

Ma

)
M√
α

δ∗α(Rx̃, x̃)

∥Res(x̃)∥∗

)
∥Res(x̃)∥∗

and
1

Ma
∥Res(x̃)∥∗ ≤ dα(x, x̃).

Proof. The lower bound is a repetition from Theorem 3.1 and it remains to show
the upper bound. The triangle inequality and the definition (2.21) of dα yield

dα(x, x̃) ≤ dα(x,Rx̃) + dα(Rx̃, x̃)

= dα(x,Rx̃) + ∥Rx̃− x̃∥+ M

Ma

1√
α
δ∗α(Rx̃, x̃).

Consequently, (3.11) and (3.7) ensure the upper bound and the proof is finished. □

The following three remarks elucidate why Theorem 3.6 is a valid alternative to
Theorem 3.1 of the direct approach.

Remark 3.7 (Using compactness). The definition (3.11) of δ∗α(Rx̃, x̃) offers all
available compactness, given by the operators C, I and their adjoints. Recall that
this compactness will allow to choose a norm for Rx̃− x̃ that is weaker than ∥·∥ and
enjoys faster convergence. Such a faster convergence is usually ensured with the help
of a duality argument depending on regularity properties of the state and adjoint
equation as well as on approximation properties of the discretization providing the
discrete solution. In particular, it may happen that if we insert the bound

δ∗α(Rx̃, x̃) ≤ δα(Rx̃, x̃)

in the upper bound of Theorem 3.6 and exploit only the compactness in the lat-
ter term, the faster convergence of δ∗α(Rx̃, x̃) is already fully captured. See also
Remark 4.5 below.

Remark 3.8 (Gap in bounding dα-error – compact case). If we do not exploit the
compactness assumptions by inserting the bound

δ∗α(Rx̃, x̃) ≤ δα(Rx̃, x̃) ≤M∥x̃−Rx̃∥
in the upper bound of Theorem 3.6, the gap between its upper and lower bound is
O(κ/

√
α) = O(1/α) as α → 0; compare with Remark 3.2. This illustrates that the

upper bound of Theorem 3.6 improves on the one in Theorem 3.1 only if δ∗α(Rx̃, x̃)
is relatively small with respect to ∥Res(x̃)∥. The significance of Theorem 3.6 thus
hinges on the aforementioned effect of the compactness assumptions. Indeed, if

δ∗α(Rx̃, x̃)

∥x̃−Rx̃∥
→ 0 for x̃→ x and fixed α > 0,

the gap converges to Ma/ma, viz. the gap in the error-residual relation (3.1) for the
state equation. Finally, let us consider the situation when the Tikhonov regulariza-
tion α varies and suppose that we can construct x̃ such that

δ∗α(Rx̃, x̃)

∥Res(x̃)∥∗
≲ α.(3.12)

Then the gap is O(1), uniformly in α.

Remark 3.9 (Compactness and lower bound for dα-error). The lower bound in
Theorem 3.6 does not exploit the compactness assumptions on control and obser-
vation. Note that it does not dependent on α and its form already coincides with
the lower bound in (3.1) for the state equation. These two properties suggest that
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it cannot be improved by involving terms like δ∗α. Numerical results corroborate this
suspicion; see Figure 2 (A).

3.3. Using compactness of unconstrained control and observation. In this
subsection, we assume, in addition to the compactness of the control operator C
and the observation operator I, that there are no constraints for the control, i.e.
we have K = Q and therefore ΠK = idQ.

In view of these assumptions, the abstract optimal control problem (2.3) is qua-
dratic and the reduced and rescaled optimality system (2.15) is linear. Correspond-
ingly, the form

bα(v, φ) = a(v1, φ2) + a(φ1, v2) +
1√
α
(C∗v2, C

∗φ2)Q − 1√
α
(Iv1, Iφ1)W

is bilinear and symmetric and

(3.13) ∥v − w∥α := dα(v, w) = ∥v − w∥+ 1√
α

M

Ma
|v − w|

is a norm, where |·| is given in (2.16). Hence, combing Theorem 2.1 and the inf-sup
duality (2.14) for bα instead of a, we obtain

(3.14)
1

Ma
∥Res(Rx̃)∥α,∗ ≤ ∥x−Rx̃∥ ≤ κ

ma
∥Res(Rx̃)∥α,∗

with

∥Res(Rx̃)∥α,∗ := sup
φ∈V \{0}

⟨Res(Rx̃), φ⟩
∥φ∥α

.

Notice that, in contrast to (3.6), this equivalence involves like (3.7) the norm ∥ · ∥,
which does not depend on α. This fact leads to the following alternative with ∥·∥
as error norm of Theorem 3.6.

Theorem 3.10 (Bounding the ∥·∥-error – compact and unconstrained case). Let
x = (u, z) ∈ V be the solution to (2.15) and ũ ∈ V2 be some approximate state and
z̃ ∈ V1 some approximate rescaled adjoint state. Writing x̃ = (ũ, z̃), their error in
the α-independent norm ∥·∥ is bounded from above and below as follows:

∥x− x̃∥ ≤ 1

ma

(
1 + κ

Ma

M

|x̃−Rx̃|
∥Res(x̃)∥∗

)
∥Res(x̃)∥∗

and
1

Ma
max

{
Ma

√
α

Ma
√
α+M

, 1− κ
Ma

ma

Ma

M

|x̃−Rx̃|
∥Res(x̃)∥∗

}
∥Res(x̃)∥∗ ≤ ∥x− x̃∥.

Proof. To verify the upper bound, we start by applying the triangle inequality

∥x− x̃∥ ≤ ∥x−Rx̃∥+ ∥Rx̃− x̃∥.

For the second term on the right-hand side, we use (3.7) as in the proof of Theo-
rem 3.6. For the first term, we employ (3.14) and (3.10) to obtain

(3.15)
ma

κ
∥x−Rx̃∥ ≤ ∥Res(Rx̃)∥α,∗ = sup

φ∈V

cα(Rx̃− x̃, φ)

∥φ∥α
≤ Ma

M
|x̃−Rx̃|.

This alternative to (3.11) concludes the proof of the upper bound.
We turn to the lower bound. On the one hand, Theorem 3.1 from the direct

approach and the definition (3.13) of ∥·∥α imply

1

Ma
∥Res(x̃)∥∗ ≤ ∥x− x̃∥α ≤

(
1 +

M

Ma

1√
α

)
∥x− x̃∥.
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This establishes the first option of the max. On the other hand, starting with (3.7),
applying a triangle inequality and then (3.15), we can deduce

1

Ma
∥Res(x̃)∥∗ ≤ ∥Rx̃− x̃∥ ≤ ∥x− x̃∥+ ∥x−Rx̃∥

≤ ∥x− x̃∥+ κ

M

Ma

ma
|x̃−Rx̃|.

This shows the second option of the max and the proof is finished. □

Remark 3.11 (Gap in bounding the ∥·∥-error – compact and unconstrained case).
If we do not exploit the compactness by inserting the bound |x̃−Rx̃| ≤M ∥x̃−Rx̃∥
in the bounds of Theorem 3.10, only the first option in the max of the lower bound
applies and the gap is O(κ/

√
α) = O(1/α) as α → 0, the same order as in the

corresponding case of Remark 3.8. Recall however that Theorem 3.10 considers an
error notion that is independent of α.

Similarly to Remark 3.8, if the compactness assumptions lead to
|x̃−Rx̃|
∥x̃−Rx̃∥

→ 0 for x̃→ x and fixed α > 0,

the gap between upper and lower bound converges to Ma/ma, viz. the gap in the
error-residual relation (3.1) for the state equation. Finally, if the Tikhonov regu-
larization α varies and suppose that we can construct x̃ such that

|x̃−Rx̃|
∥Res(x̃)∥∗

≲
√
α,(3.16)

then the gap is O(1), uniformly in α. This uses the second option in the max of
the lower bound in Theorem 3.10 and condition (3.16) can be less restrictive than
its counterpart (3.12) in Remark 3.8.

4. Applications to optimal control problems

This section proceeds with the a posteriori analysis for the abstract optimization
problem (2.3). Recall that the remaining tasks are to split the error bounds of
Section 3 into local contributions and, then, to split the latter into computable and
oscillatory parts. To this end, one can apply

• classical techniques, see, e.g., [1,28], leading to an equivalence of error and
estimator up to so-called oscillation, or

• more recent techniques, see [19, Sections 3 and 4], [6, Section 4], leading to
a strict equivalence.

In both cases, various estimator types can be chosen for the computable parts. In
any case, these tasks are specific to the functional setting of the state equation, the
control and observation operators and the discretization. We therefore exemplify
these tasks by considering finite element discretizations of optimal control problems
with distributed and boundary control. Doing so, we focus on the possible interplay
between ∥Res(x̃)∥∗ and δ∗α(Rx̃, x̃), δα(Rx̃, x̃) or |Rx̃− x̃|. Moreover, we numerically
study the behavior of the derived a posteriori bounds. The adaptive simulations
where carried out in the DUNE framework [3].

In what follows, we shall use the following notation. For a Lebesgue measurable
set ω ⊂ Rd, we denote by L2(ω) the space of square integrable functions on ω and
define its norm by ∥ · ∥2L2(ω) :=

∫
ω
| · |2. The space of functions having also weak

first derivatives in L2(ω) is denoted by H1(ω) with norm defined by ∥ · ∥2H1(ω) :=

∥∇·∥2L2(ω)+∥ · ∥2L2(ω) and H̊1(ω) is its closed subspace of functions with zero trace.
Recalling Poincaré’s inequality ∥v∥L2(ω) ≤ CP ∥∇v∥L2(ω), v ∈ H̊1(ω), an alternative
norm on H̊1(ω) is given by ∥∇ · ∥L2(ω). The dual space of H̊1(ω) is denoted by
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H−1(ω) and equipped with the operator norm ∥ · ∥H−1(ω). By virtue of the Riesz
map, L2(ω) is identified with its dual space.

4.1. Distributed control. In this section, we show how the a posteriori bounds
from Section 3 are applied to optimal control problems with possibly constrained
distributed control.

Let Ω ⊂ Rd, d > 1, be a domain with polyhedral boundary Γ. For a subdomain
ΩQ ⊆ Ω and some bounds a ∈ R ∪ {−∞} and b ∈ R ∪ {∞} with a < b, let

K = {q ∈ L2(ΩQ) | a ≤ q ≤ b a.e. in ΩQ}(4.1)

be the set of admissible controls. For a target function ud ∈ L2(ΩW) supported in
the subdomain ΩW ⊆ Ω and cost parameter α > 0, we consider

min
(q,u)∈K×H̊1(Ω)

1

2
∥u− ud∥2L2(ΩW) +

α

2
∥q∥2L2(ΩQ)

subject to −∆u = f + qχΩQ
in Ω and u = 0 on Γ.

(4.2)

Here, χΩQ
denotes the indicator function on ΩQ and qχΩQ

is considered the zero
extension of q ∈ L2(ΩQ) to Ω. This problem fits into the framework of Section 2
with the Hilbert spaces

V1 = V2 = H̊1(Ω), (v1, v2)Vi = (∇v1,∇v2)L2(Ω), i = 1, 2,

Q = L2(ΩQ), (q1, q2)Q = (q1, q2)L2(ΩQ),

W = L2(ΩW), (w1, w2)W = (w1, w2)L2(ΩW).

The remaining ingredients are given by (4.1),

a(v, φ) =

∫
Ω

∇v · ∇φ = (∇v,∇φ)L2(Ω), ma = 1 =Ma,

⟨Cq, φ⟩ =
∫
ΩQ

qφ = (q, φ|ΩQ
)L2(ΩQ) = (q, C∗φ)L2(ΩQ), M = CP ,

Iv = v|ΩW
, ⟨I∗w, v⟩ =

∫
ΩW

vw = (v|ΩW
, w)L2(ΩW),

ΠKq = min {max{q, a}, b} a.e. in ΩQ,

where ⟨·, ·⟩ denotes the duality pairing in H−1(Ω)× H̊1(Ω).
The variational formulation of the reduced and rescaled optimality system (2.10)

reads: find (u, z) ∈ H̊1(Ω)× H̊1(Ω) such that

∀φ1 ∈ H̊1(Ω)

∫
Ω

∇φ1 · ∇z − 1√
α

∫
ΩW

uφ1 = − 1√
α

∫
ΩW

udφ1,(4.3a)

∀φ2 ∈ H̊1(Ω)

∫
Ω

∇u · ∇φ2 −
∫
ΩQ

ΠK(− 1√
α
z)φ2 = ⟨f, φ2⟩ .(4.3b)

For its discretization, we use Lagrange finite elements. To this end, let M be
a simplicial face-to-face (conforming) mesh of the domain Ω. Denoting by V the
vertices of M, we define the star around a vertex z ∈ V by

ωz :=
⋃

{K ∈ M | z ∈ K} with diameter hz = diam(ωz).

The discrete spaces associated with Lagrange finite elements of degree ℓ > 0 are
then given by

S1
ℓ (M) :=

{
v ∈ H1(Ω) | v|K ∈ Pℓ(K),∀K ∈ M

}
and

S̊1
ℓ (M) := S1

ℓ (M) ∩ H̊1(Ω),
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where Pℓ(K) denotes the set of polynomials up to degree ℓ on K. The variational
discretization of (4.3) then reads as follows: find (U,Z) ∈ S̊1

ℓ (M) × S̊1
ℓ (M) such

that

∀Φ1 ∈ S̊1
ℓ (M)

∫
Ω

∇Φ1 · ∇Z − 1√
α

∫
ΩW

UΦ1 = − 1√
α

∫
ΩW

udΦ1,(4.4a)

∀Φ2 ∈ S̊1
ℓ (M)

∫
Ω

∇U · ∇Φ2 −
∫
ΩQ

ΠK(− 1√
α
Z)Φ2 = ⟨f,Φ2⟩ .(4.4b)

Consequently, in the solution X = (U,Z) of (4.4), the residual〈
Res(X), (φ1, φ2)

〉
:= ⟨f, φ2⟩H̊1(Ω) −

∫
Ω

∇U · ∇φ2 +

∫
ΩQ

ΠK(− 1√
α
Z)φ2

− 1√
α

∫
ΩW

udφ1 −
∫
Ω

∇φ1 · ∇Z + 1√
α

∫
ΩW

Uφ1,

(4.5)

for (φ1, φ2) ∈ H̊1(Ω)× H̊1(Ω), satisfies the orthogonality condition

⟨Res(X), Φ⟩ = 0 for all Φ ∈ S̊1
ℓ (M)× S̊1

ℓ (M).(4.6)

Using standard arguments, see, e.g., [19, Lemma 4], we can split the residual
norm into local contributions such that

(4.7)

1

d+ 1

∑
z∈V

∥Res(X)∥2H−1(ωz)
≤ ∥Res(X)∥2H−1(Ω)

≤ CM
∑
z∈V

∥Res(X)∥2H−1(ωz)
,

where the constant CM only depends on the shape regularity of the mesh M.
Notice that each contribution ∥Res(X)∥2H−1(ωz)

, z ∈ V, is a local quantity once
the finite element solution X = (U,Z) from (4.4) is available by means of a global
solve. Combining this ‘localization’ with Theorem 3.1 of the direct approach readily
provides the following a posteriori bounds.

Theorem 4.1 (Bounding dα-error for distributed control – general case). Let x =
(u, z) be the exact states of the optimal control problem (4.2), where the adjoint
state is rescaled, cf. (4.3). Furthermore, let X = (U,Z) be their finite element
approximations from (4.4). Then, we have for the residual defined in (4.5) the
equivalence

1

(d+ 1)

∑
z∈V

∥Res(x̃)∥2H−1(ωz)
≤ dα(x,X)2 ≤ κCM

∑
z∈V

∥Res(X)∥2H−1(ωz)
,

where the constant CM depends on the shape regularity of the mesh and κ is defined
in (2.23).

Thanks to the compact embedding H̊1(Ω) ⊂ L2(Ω), the operators C∗ and I are
compact. This allows applying the results of the compact approach in Section 3.2.
To this end, we use the Lipschitz continuity of ΠK with Lipschitz constant 1 to
deduce that

δ∗α(RX,X)2 ≤ δα(RX,X)2 ≤ ∥R2X − Z∥2L2(Ω) + ∥R1X − U∥2L2(Ω) ,(4.8)

where R = (R1, R2) : S̊
1
ℓ (M)× S̊1

ℓ (M) → H̊1(Ω)× H̊1(Ω) is the auxiliary operator
defined in (3.9). Combining the definitions of the auxiliary operator R and the
finite element solution X, we find the orthogonality relationships∫

Ω

∇(R1X − U) · ∇Φ2 = 0 =

∫
Ω

∇(R2X − U) · ∇Φ1 ∀Φ1,Φ2 ∈ S̊1
ℓ (M)(4.9)
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In other words, U and Z are, respectively, the Ritz projections in S̊1
ℓ (M) of R1X

and R2X with respect to the bilinear form (∇·,∇·)L2(Ω). Taking into account also
the orthogonality (4.6) of Res(X), we can thus use a well-known argument, see,
e.g., [1, Section 2.4], based upon duality and regularity, to bound the L2-errors
in (4.8) in terms of the residual Res(X). For simplicity, we shall assume that the
domain Ω is convex and resort to the following well-known H2-regularity result for
the Poisson problem; compare with [13, (3,1,2,2) and Lemma 3.2.1.2].

Proposition 4.2 (Extra regularity for distributed control). Let Ω ⊂ Rd be a convex
domain. For any source g ∈ L2(Ω), the unique solution vg ∈ H̊1(Ω) of the Poisson
problem

∀v ∈ H̊1(Ω)

∫
Ω

∇vg · ∇v =

∫
Ω

gv

satisfies

vg ∈ H2(Ω) and |vg|H2(Ω) ≤ ∥g∥L2(Ω),

where | · |H2(Ω) denotes the H2(Ω)-seminorm.

Using Proposition 4.2 in the cited duality argument then leads to the following
a posteriori upper bound.

Lemma 4.3 (Upper bound for compact error – distributed control). Let Ω ⊂ Rd

be a convex polyhedral domain. The L2-errors in (4.8) are bounded in terms of the
residual of X = (U,Z):

∥R2X − Z∥2L2(Ω) + ∥R1X − U∥2L2(Ω) ≤ C2
M

∑
z∈V

h2z∥Res(X)∥2H−1(ωz)
,

where CM is the constant from (4.7).

Proof. We sketch the proof only for the second term ∥R1X − U∥2L2(Ω); the same
argument applies also to the first term. According to Proposition 4.2, there is
ψ ∈ H2(Ω) ∩ H̊1(Ω) with

−∆ψ = R1X − U in Ω and |ψ|H2(Ω) ≤ ∥R1X − U∥L2(Ω).(4.10)

We denote by Isz : H̊1(Ω) → S̊1
ℓ (M) the Scott-Zhang quasi-interpolation opera-

tor [25]. Thanks to the definition of R and the orthogonality (4.6) of the residual,
we deduce

∥R1X − U∥2L2(Ω) =

∫
Ω

∇(R1X − U) · ∇ψ = ⟨Res2(X), ψ⟩

= ⟨Res2(X), ψ − Iszψ⟩ =
∑
z∈V

⟨Res2(X), (ψ − Iszψ)ϕz⟩

≤
∑
z∈V

∥Res2(X)∥H−1(ωz)∥∇((ψ − Iszψ)ϕz)∥L2(ωz),

where we have used for the last equality that the Lagrange basis functions ϕz,
z ∈ V, of S1

1(M) form a partition of unity and that suppϕz = ωz, z ∈ V. In view of
∥ϕz∥L∞(ωz) = 1 and ∥ϕz∥L∞(ωz) ≤ CMh−1

z , standard interpolation estimates imply

(4.11)

∥∇((ψ − Iszψ)ϕz)∥L2(ωz)

≤ ∥∇(ψ − Iszψ)∥L2(ωz) + ∥∇ϕz∥L∞(ωz)∥ψ − Iszψ∥L2(ωz)

≤ CMhz|ψ|H2(ω̃z).

Note that the constant CM may vary from occurence to occurence but each time
only depends on the shape regularity of M. Here the domains ω̃z =

⋃
y∈V∩ωz

ωy are
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neighbourhoods of ωz that only overlap finitely often depending on the regularity
of M. This together with (4.10) implies

∥R1X − U∥2L2(Ω) ≤ CM

(∑
z∈V

h2z∥Res2(X)∥2H−1(ωz)

) 1
2

∥R1X − U∥L2(Ω). □

Inserting Lemma 4.3 as well as the localization (4.7) into Theorem 3.6, we obtain
the following alternative to Theorem 4.1.

Theorem 4.4 (Distributed control – compact case). Suppose in addition to the
setting of Theorem 4.1 that Ω ⊂ Rd is convex. Then we have

1√
d+ 1

(∑
z∈V

∥Res(X)∥2H−1(ωz)

) 1
2

≤ dα(x,X)

≤ C

1 +
κ√
α

(∑
z∈V h

2
z∥Res(X)∥2H−1(ωz)∑

z∈V ∥Res(X)∥2H−1(ωz)

)1
2

(∑
z∈V

∥Res(X)∥2H−1(ωz)

)1
2

.

The constant C depends on the Poincaré constant CP and the shape regularity of
the mesh M; κ is defined in (2.23).

Remark 4.5 (Limitations in exploiting compactness). In Theorem 4.4 we have ex-
ploited the compactness of C∗ and I to obtain the accelerating factors hz in front of
the local contributions ∥Res(X)∥H−1(ωz), z ∈ V. Notice that the use of (4.8) entails
that Theorem 4.4 does not exploit the compactness of C and I∗ associated with the
embedding L2(Ω) ⊂ H−1(Ω). Thus, the question arises whether the upper bound in
Theorem 4.4 can be improved by directly bounding the potentially smaller quantity
δ∗α(RX,X). The line of argument allows for such an improvement in principle,
but hinges on the combination of regularity properties for the state equation and
its adjoint as well as on the order ℓ of their finite element solutions. The former
obstructs an improvement of Theorem 4.4 in the case at hand.

To illustrate this, let us consider the case with Ω = ΩQ = ΩW and a = −∞ and
b = ∞, i.e., ΠK = id, leading to

M2δ∗α(RX,R)
2 = ∥R2X − Z∥2H−1(Ω) + ∥R1X − U∥2H−1(Ω) .

As in the proof of Lemma 4.3, let us focus on the second term on the right-hand
side. In view of

∥R1X − U∥H−1(Ω) = sup
φ∈H̊1(Ω)

⟨R1X − U,φ⟩
∥∇φ∥L2(Ω)

,

we consider
−∆ψ = φ ∈ H̊1(Ω) in Ω, ψ = 0 on ∂Ω.

If we had ψ ∈ H3(Ω) with |ψ|H3(Ω) ≤ C∥∇φ∥L2(Ω) and ℓ > 1, then minor modifi-
cations in the proof of Lemma 4.3 would imply

∥R1X − U∥2H−1(Ω) ≤ C2
M

∑
z∈V

h4z∥Res(X)∥2H−1(ωz)
.

However, the supposed regularity theorem is not true for polyhedral domains or
would not be useful in the case ℓ = 1 of linear finite elements. As an alternative,
one could invoke also more sophisticated regularity theorems with weights. We do
not consider this option here for simplicity.
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For the numerical comparison of bounds as in Theorem 4.1 and Theorem 4.4,
we consider

(4.12)
min

(q,u)∈K×H1(Ω)

1

2
∥u− ud∥2L2(ΩW) +

∫
Ω

g1u+
α

2
∥q∥2L2(ΩQ)

subject to −∆u = f + q in Ω and u = g2 on ∂Ω,

where the domains Ω, ΩW, ΩQ as in Figure 1, K = {q ∈ L2(Ω) | −1 ≤ q ≤ 1},
u = 3r

4
3 sin( 43θ), z = 4(y − y2)(1 − x)(x + y), q = χΩQΠ[−1,1](

−1√
α
z), f = −q,

ud = u+∆z, g2 = u, and g1 = χΩQ

√
αz.

x1

x2

ΩQ

ΩW

(1, 0)

(1, 1)(-1, 1)

(0, 0)

Figure 1. Domain Ω and subdomains ΩW,ΩQ for Example (4.12).

The numerical simulations are carried out with linear elements. Adaptive mesh
refinement is driven by a standard residual error estimator, see, e.g., [28], that
quantifies the local residual norms in Theorem 4.1. The estimator is scaled such
that it coincides with the error for large α = 106 and a fine, adaptive grid, providing
a benchmark close to the situation of a pure Poisson problem. To mark elements
for refinement, Dörfler’s strategy [9] is used with parameter 0.6.

Figure 2 displays the dα-error and the bounds in Theorem 4.1 and Theorem 4.4
using compactness, while Figure 3 gives an idea of the underlying adaptive mesh
refinement. First, let us observe that the error may or may not be close to the
α-independent lower bound on coarse meshes. Next, in line with the Remarks 3.2
and 3.8, we see that the upper bound using compactness is worse than the general
one from Theorem 4.1 on coarse meshes, but can provide a much smaller gap on
fine meshes; see part (A) with α = 10−4. However, this improvement hinges on
the relationship of α and the available computational resources; see part (B) with
α = 10−8.

We turn to applying the results of Section 3.3 and suppose that there are no con-
trol constraints, i.e. a = −∞ and b = ∞. Theorem 3.10, combined with Lemma 4.3
and the localization (4.7), immediately yields the following a posteriori bounds for
the combined H̊1(Ω)-error of the states.

Theorem 4.6 (Bounding the ∥·∥-error for distributed control). Suppose in addition
to the setting in Theorem 4.4 that no control constraints apply. Then we have

max

{ √
α√

α+ CP
, 1− CκF

(
Res(X)

)}( 1

d+ 1

∑
z∈V

∥Res(X)∥2H−1(ωz)

) 1
2

≤ ∥∇(x−X)∥L2(Ω) ≤ C
(
1 + κF

(
Res(X)

))(∑
z∈V

∥Res(X)∥2H−1(ωz)

) 1
2
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(a) α = 10−4
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(b) α = 10−8

Figure 2. dα-error (+) and associated general upper (•) and
lower (◦) bound, as well as upper bound with compactness ( )
versus DOFs for Example (4.12).

Figure 3. Adaptive mesh refinement history for Example (4.12)
with α = 10−4.

with

F
(
Res(X)

)
=

(∑
z∈V h

2
z∥Res(X)∥2H−1(ωz)∑

z∈V ∥Res(X)∥2H−1(ωz)

) 1
2

.

The constant C depends on the Poincaré constant CP and the shape regularity of
the mesh M; κ is defined in (2.23).

4.2. Boundary control. This section illustrates how to apply the a posteriori
bounds from Section 3.2 to optimal control problems with constrained Neumann
boundary control.
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Let Ω ⊂ Rd be a domain with polyhedral boundary Γ and outward-pointing
normal n. Given some lower bound a ∈ R ∪ {−∞}, let

(4.13) K =

{
q ∈ L2(Γ) |

∫
Γ

q ≥ a

}
,

denote the set of admissible controls. For targets uΩd ∈ L2(Ω), uΓd ∈ L2(Γ) and cost
parameter α > 0, we consider

min
(q,u)∈K×H1(Ω)

1

2
∥u− uΩd ∥2L2(Ω) +

1

2
∥u− uΓd∥2L2(Γ) +

α

2
∥q∥2L2(Γ)

subject to −∆u+ u = 0 in Ω and ∂nu = q on Γ,
(4.14)

where ∂n denotes the normal derivative. This problem fits into the framework of
Section 2 with the Hilbert spaces

V1 = V2 = H1(Ω), (v1, v2)Vi
= (v1, v2)H1(Ω), i = 1, 2,

Q = L2(Γ), (q1, q2)Q = (q1, q2)L2(Γ),

W = L2(Ω)× L2(Γ), (w1, w2)W = (wΩ
1 , w

Ω
2 )L2(Ω) + (wΓ

1 , w
Γ
2 )L2(Γ),

writing wi = (wΩ
i , w

Γ
i ) ∈W , i = 1, 2. The other ingredients are given by (4.13),

a(v, φ) =

∫
Ω

∇v · ∇φ+ vφ = (v, φ)H1(Ω), ma = 1 =Ma,

⟨Cq, φ⟩ =
∫
Γ

qφ = (q, φ|Γ)L2(Γ) = (q, C∗φ)L2(Γ), MC = CΓ,

Iv = (v, v|Γ), ⟨I∗(wΩ, wΓ), v⟩ =
∫
Ω

vwΩ +

∫
Γ

v|Γw
Γ, MI = (1 + CΓ),

ΠKv = v +
1

|Γ|
max

{
0, a−

∫
Γ

v

}
,

where CΓ is the embedding constant H1(Ω) ⊂ L2(Γ) and we write ⟨·, ·⟩ for the
duality pairing in H1(Ω)∗ ×H1(Ω).

The variational formulation of the reduced and rescaled optimality system (2.10)
reads: find (u, z) ∈ H1(Ω)×H1(Ω) such that, for all φ1, φ2 ∈ H1(Ω),∫

Ω

∇φ1 · ∇z + φ1z − 1√
α

(∫
Ω

uφ1 +

∫
Γ

uφ1

)
= − 1√

α

(∫
Ω

uΩd φ1 +

∫
Γ

uΓdφ1

)
,

(4.15a)

∫
Ω

∇u · ∇φ2 + uφ2 −
∫
Γ

ΠK(− 1√
α
z)φ2 = 0.(4.15b)

Using the finite element framework of Section 4.1, its discretisation reads as
follows: find (U,Z) ∈ S1

ℓ (M)× S1
ℓ (M) such that, for all Φ1,Φ2 ∈ S1

ℓ (M),∫
Ω

∇Φ1 · ∇Z +Φ1Z − 1√
α

(∫
Ω

UΦ1 +

∫
Γ

UΦ1

)
= − 1√

α

(∫
Ω

uΩdΦ1 +

∫
Γ

uΓdΦ1

)
,

(4.16a)

∫
Ω

∇U · ∇φ2 + Uφ2 −
∫
Γ

ΠK(− 1√
α
Z)φ2 = 0.(4.16b)
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Consequently, in the solution X = (U,Z) of (4.16), the residual〈
Res(X), (φ1, φ2)

〉
:= −

∫
Ω

∇U · ∇φ2 − Uφ2 +

∫
Γ

ΠK(− 1√
α
Z)φ2

− 1√
α

∫
Ω

uΩd φ1 − 1√
α

∫
Γ

uΓdφ1

−
∫
Ω

∇φ1 · ∇Z − φ1Z + 1√
α

∫
Ω

Uφ1 +
1√
α

∫
Γ

Uφ1,

(4.17)

(φ1, φ2) ∈ H1(Ω)×H1(Ω), satisfies the orthogonality condition

⟨Res(X), Φ⟩ = 0 for all Φ ∈ S1
ℓ (M)× S1

ℓ (M).(4.18)

Similarly as in (4.7), we can localize the norm of the residual by
1

d+ 1

∑
z∈V

∥Res(X)∥2H∗
z
≤ ∥Res(X)∥2(H1(Ω))∗ ≤ CM

∑
z∈V

∥Res(X)∥2H∗
z

(4.19)

with Hz := H−1(ωz) for interior vertices z ∈ V ∩ Ω and {v ∈ H1(ωz) | v =
0 on ∂ωz \ ∂Ω} for z ∈ V ∩ Γ. For the proof, we refer to Lemma 4.9, where similar
arguments are used. Inserting the localization (4.19) into Theorem 3.1 yields the
following result.

Theorem 4.7 (Bounding dα-error for boundary control – general case). Let x =
(u, z) be the exact states of the optimal control problem (4.14), where the adjoint
state is rescaled; cf. (4.15). Furthermore, let X = (U,Z) be their finite element
approximations from (4.16) and define its residual by (4.17). Then we have the
equivalence

1

d+ 1

∑
z∈V

∥Res(X)∥2H∗
z
≤ dα(x,X)2 ≤ κCM

∑
z∈V

∥Res(X)∥2H∗
z
,

where the constant CM depends on the shape regularity of the mesh and κ is defined
in (2.23).

Next, we shall use the fact, that the operators C∗ and I involved in the definition
(3.9) of the reconstruction are compact. Indeed, the compactness of C∗ originates
in the trace evaluation H1(Ω) ∋ φ 7→ φΓ ∈ L2(Γ), while the one of the observation
operator I arises also with the help of the embedding H1(Ω) ⊂ L2(Ω). We therefore
can apply the results of Section 3.2 and need to quantify the compactness. To
prepare this, we use the Lipschitz continuity of ΠK with Lipschitz constant 1 to
obtain

δ∗α(RX,X)2 ≤ δα(RX,X)2

≤ ∥R2X − Z∥2L2(Γ) + ∥R1X − U∥2L2(Ω) + ∥R1X − U∥2L2(Γ) ,
(4.20)

where R = (R1, R2) : S1
ℓ (M) × S1

ℓ (M) → H1(Ω) × H1(Ω) is the auxiliary oper-
ator defined in (3.9) and, as before, X = (U,Z) is the discrete solution of (4.16).
Combining their definitions reveals the following orthogonality relationships: for all
Φ1,Φ2 ∈ S1

ℓ (M), we have∫
Ω

∇(R1X − U) · ∇Φ2 + (R1X − U)Φ2

= 0 =

∫
Ω

∇(R2X − U) · ∇Φ1 + (R2X − U)Φ1.

(4.21)

In other words, U and Z are, respectively the Ritz projections in S1
ℓ (M) of R1X

and R2X with respect to the bilinear form (·, ·)H1(Ω). Consequently, similarly to
the preceding section, we can quantify the available compactness by means of a
duality argument thanks to the orthogonality (4.18) of Res(X).
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To this end, we restrict ourselves to polyhedral convex domains Ω ⊂ Rd and
analyze the regularity of the solution of the following Neumann problem: given
g = (gΩ, gΓ) ∈ L2(Ω)× L2(Γ), find vg ∈ H1(Ω) such that

−∆vg + vg = gΩ in Ω and ∂nvg = gΓ,

which weakly reads as

∀φ ∈ H1(Ω)

∫
Ω

∇vg · ∇φ+ vgφ =

∫
Ω

gΩφ+

∫
Γ

gΓφ.(4.22)

Notice that the critical term on the right-hand side involves an L2(Γ)-trace of the
test function φ. Hence, in order to precisely measure its regularity, we shall need a
sharp trace theorem for L2(Γ). Using fractional Sobolev spaces, the trace operator
is bounded as a map from H

1
2+ϵ(Ω) to Hϵ(Γ) only for ϵ > 0, and therefore is not

sharp for L2(Γ). For a sharp trace theorem and thus avoiding ϵ, we invoke Besov
spaces. Given s > 0, p, q ∈ [1,∞], we define the Besov space Bs

q(L
p(Ω)) and its

norm ∥ · ∥Bs
q(L

p(Ω)) as in [8, Section 2] through intrinsic moduli of smoothness.
Furthermore, we need the real interpolation method of Peetre based upon the so-
called K-functional; see, e.g., [7]. Given two Banach spaces X1, X2 with X1 ⊂ X2

and parameters θ ∈ (0, 1), q ∈ [1,∞], we denote its interpolation by (X1, X2)θ,q
and its norm by ∥ · ∥(X1,X2)θ,q .

Proposition 4.8 (Extra regularity for boundary control). There is a constant CΩ

depending only on the convex domain Ω ⊂ Rd such that, for any g = (gΩ, gΓ) ∈
L2(Ω)× L2(Γ), the unique solution vg ∈ H1(Ω) of (4.22) satisfies

∥vg∥
B

3
2
∞(L2(Ω))

≤ CΩ

(
∥gΩ∥L2(Ω) + ∥gΓ∥L2(Γ)

)
.

Proof. 1 We start by measuring the regularity of the right-hand side

⟨Fg, φ⟩ :=
∫
Ω

gΩφ+

∫
Γ

gΓφ, φ ∈ H1(Ω),

in (4.22). In view of [8, Section 4] and [26, Sections 1.2.5 and 1.3.4], the above
definition ofBs

q(L
p(Ω)) coincides with [4, Definition (2.52)] in the sense of equivalent

norms. Hence, we can use the sharp trace theorem [4, Proposition 3.5] to derive

|⟨Fg, φ⟩| ≤ ∥gΩ∥L2(Ω)∥φ∥L2(Ω) + C∥gΓ∥L2(Γ)∥φ∥
B

1
2
1 (L2(Ω))

≤ C
(
∥gΩ∥L2(Ω) + ∥gΓ∥L2(Γ)

)
∥φ∥

B
1
2
1 (L2(Ω))

.

Thanks to [15], we have B
1
2
1 (L

2(Ω)) = (H1(Ω), L2(Ω)) 1
2 ,1

and, in view of the duality
theorem [7, (14.1.8)], (H1(Ω), L2(Ω))∗1

2 ,1
= (L2(Ω), H1(Ω)∗) 1

2 ,∞
. Consequently,

(4.23) ∥Fg∥(L2(Ω),H1(Ω)∗)) 1
2
,∞

≤ C
(
∥gΩ∥L2(Ω) + ∥gΓ∥L2(Γ)

)
.

2 We next specify the corresponding regularity gain in the solution vg. Replac-
ing the right-hand side of (4.22) by a generic functional G ∈ H1(Ω)∗, we readily
observe

∥vG∥H1(Ω) ≤ ∥G∥H1(Ω)∗

for the corresponding solution vG. Next, let us consider G ∈ L2(Ω) and notice that
this corresponds to a homogeneous Neumann problem with source term in L2(Ω),
i.e. (4.22) with gΩ = G and gΓ = 0. Since Ω is convex, we then have

∥vG∥H2(Ω) ≤ C∥G∥L2(Ω);

cf. [12, Theorem 3.2.1.3]. Interpolating these two inequalities with [7, (14.1.5)] gives

∥vG∥
B

3
2
∞(L2(Ω))

≤ C∥vG∥(H2(Ω),H1(Ω)) 1
2
,∞

≤ C∥G∥(L2(Ω),H1(Ω)∗)) 1
2
,∞
,
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where the first inequality follows from (H2(Ω), H1(Ω)) 1
2 ,∞

= B
3
2∞(L2(Ω)), see [5,

6.2.4], again taking into account [8, Section 4] and [26, Sections 1.2.5 and 1.3.4].
Hence, inserting (4.23) in the last inequality with G = Fg finishes the proof. □

Proposition 4.8 puts us in the position to prove the following bound, which,
thanks to the inequality (4.20), yields a bound for the compact part of the error.

Lemma 4.9 (Upper bound for compact error – boundary control). Let Ω ⊂ Rd

be a convex domain with polyhedral boundary. Then the L2-errors in (4.20) are
bounded in terms of the residual of X:

∥R2X − Z∥2L2(Γ) + ∥R1X − U∥2L2(Γ) + ∥R1X − U∥2L2(Ω)

≤ C2
ΩC

2
M

∑
z∈V

hz∥Res(X)∥2H∗
z
.

Here CM, CΩ are essentially the constants from (4.19) and Proposition 4.8, respec-
tively.

Proof. We provide only a sketch of the proof, which is very similar to the one of
Lemma 4.3 but involves some additional technicality due to the Besov regularity
in Proposition 4.8. We start with the term ∥R1X − U∥2L2(Γ) + ∥R1X − U∥2L2(Ω).

According to Proposition 4.8, there exists ψ ∈ B
3
2∞(L2(Ω)) weakly solving

−∆ψ + ψ = R1X − Uh in Ω and ∂nψ = R1X − Uh on Γ

and

∥ψ∥
B

3
2 (L2(Ω))

≤ CΩ(∥R1X − Uh∥L2(Ω) + ∥R1X − Uh∥L2(Γ)).

Again, Isz : H1(Ω) → S1
ℓ (M) denots the Scott-Zhang quasi-interpolation opera-

tor [25]. Recalling (4.22) and the definition of R, we have thanks to the orthogo-
nality (4.18) of Res(X) that

∥R1X − U∥2L2(Ω) + ∥R1X − U∥2L2(Γ) =

∫
Ω

∇(R1X − U) · ∇ψ + (R1X − U)ψ

= ⟨Res2(X), ψ⟩ =
∑
z∈V

⟨Res2(X), (ψ − Iszψ)ϕz⟩

≤
∑
z∈V

∥Resi(X)∥H∗
z
∥∇((ψ − Iszψ)ϕz)∥L2(ωz),

where we have used that the Lagrange basis functions {ϕz : z ∈ V} of S1
1(M) form

a partition of unity and that suppϕz = ωz, z ∈ V. Similarly to (4.11), we derive

∥∇((ψ − Iszψ)ϕz)∥L2(ωz) ≤ CM∥ψ∥H1(ω̃z).

Interpolating with [7, (14.1.5)] both inequalities yield

∥∇((ψ − Iszψ)ϕz)∥L2(ωz) ≤ CMh
1
2
z ∥ψ∥

B
3
2
∞(L2(ω̃z))

.

Employing averaged moduli, cf. [11, Lemma 4.10] and using that the overlapping
of the domains ω̃z =

⋃
y∈V∩ωz

ωy is controlled by the shape regularity of M, we
conclude with (4.10) that

∥R1X − U∥2L2(Ω) + ∥R1X − U∥2L2(Γ)

≤ CMCΩ

(∑
z∈V

hz∥Resi(X)∥2H∗
z

) 1
2 (

∥R1X − U∥2L2(Ω) + ∥R1X − U∥2L2(Γ)

) 1
2

.

Applying similar arguments to ∥R2X − Z∥2L2(Γ), the assertion follows. □
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In combination with Theorem 3.6, we thus get the following a posteriori bounds.

Theorem 4.10 (Bounding the dα-error for boundary control – compact case).
Suppose in addition to the setting in Theorem 4.7 that Ω ⊂ Rd is convex with a
polyhedral boundary. Then, we have(

1

d+ 1

∑
z∈V

∥Res(X)∥2H∗
z

) 1
2

≤ dα(x,X)

≤ C

1 +
κ√
α

(∑
z∈V hz∥Res(X)∥2H∗

z∑
z∈V ∥Res(X)∥2H∗

z

) 1
2

(∑
z∈V

∥Res(X)∥2H∗
z

) 1
2

The constant C depends on the Poincaré constant CP , the constant CΩ from Propo-
sition 4.8 and the shape regularity of the mesh M; the constant κ is defined in (2.23).

In the absence of control constraints, we have from Theorem 3.10 the following
a posteriori bounds for the combined H1(Ω)-errors of the states.

Theorem 4.11 (Bounding the ∥·∥-error for boundary control). Suppose in addition
to the setting in Theorem 4.10 that a = −∞, i.e. no control constraints apply. Then
we have

max

{ √
α√

α+ (1 + CΓ)
, 1− CκG

(
Res(X)

)}( 1

d+ 1

∑
z∈V

∥Res(X)∥2H∗
z

) 1
2

≤ ∥x−X∥H1(Ω) ≤ C
(
1 + κG

(
Res(X)

))(∑
z∈V

∥Res(X)∥2H∗
z

) 1
2

,

with

G
(
Res(X)

)
=

(∑
z∈V hz∥Res(X)∥2H∗

z∑
z∈V ∥Res(X)∥2H∗

z

) 1
2

.

The constant C depends on the Poincaré constant CP , the constant CΩ from Propo-
sition 4.8 and the shape regularity of the mesh M; the constant κ is defined in (2.23).

In view of ∥x−X∥ ≤ dα(x,X), the upper bound in Theorem 4.7 can be used
also for the ∥·∥-error. Note that the first option in the max in the lower bound
of Theorem 4.11 does not involve compactness. We thus have upper and lower
bounds for ∥·∥-error which hold in general, i.e. do not need compactness. This
pair of general bounds can be compared with the bounds in Theorem 4.11 using
compactness. For the numerical comparison of such pairs, we consider

(4.24)
min

(q,u)∈L2(Γ)×H1(Ω)

1

2
∥u− ud∥2L2(Ω) +

∫
Γ

g1u+
α

2
∥q∥2L2(Γ)

subject to −∆u+ u = f in Ω and ∂nu = g2 + q on Γ,

where Ω is the convex domain that is meshed in Figure 5 and has an internal
maximum angle 35π

36 at the origin, u = 0, z = r
36
35 cos( 3635θ), ud = −

√
αz, g1 = ∂z

∂n ,
and g2 = 1√

α
z.

As in Section 4.1, the numerical simulations are carried out with linear finite
elements, a standard residual estimator scaled by the same procedure, and the
adaptive mesh refinement is based on Dörfler’s marking strategy [9] with parame-
ter 0.6.

Figure 4 depicts the ∥·∥-error and the aforementioned associated bounds, while
Figure 5 gives an idea for the underlying adaptive mesh refinement. The following
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differences to the discussion of the bounds for the dα-error in Section 4.1 are note-
worthy. Compactness is useful in both upper and lower bound. The upper bound
with compactness is advantageous from the start. This is related with the fact that
both upper bounds depend on α only through the factor κ from (2.23). For the
lower bounds of the ∥·∥-error, we have a similar situation as for the upper bounds
of the dα-error. Indeed, the lower bounds with compactness improves the general
one only for fine meshes and the necessary fineness increases with decreasing α.

102 103 104

10−4

10−3

10−2

Dofs

Si
ze

(a) α = 10−1

102 103 104

10−5

10−4

10−3

10−2

10−1

Dofs

Si
ze

(b) α = 5 · 10−2

Figure 4. ∥·∥-error (+), general upper (•) and lower (◦) bound, as
well as upper ( ) and lower bound with compactness versus DOFs
for Example (4.24).

Figure 5. Adaptive mesh refinement history for Example (4.24)
with α = 10−1.
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