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Abstract

This paper presents a new approach to synchronized limiting of density, en-
ergy, and pressure jumps in discontinuous Galerkin (DG) methods for the Eu-
ler equations of gas dynamics. A vertex-based version of the Barth-Jespersen
limiter for scalar quantities is generalized to constrain the gradients of the
conservative variables in a way which guarantees that all quantities of interest
remain in the range of admissible values. The bounds for the corresponding
inequality constraints are designed to enforce local maximum principles in
regions of strong density variations and become less restrictive in smooth re-
gions. The proposed limiting strategy guarantees positivity preservation and
leads to closed-form expressions for the synchronized gradient correction fac-
tors without the need to solve inequality-constrained optimization problems.
A numerical study is performed for two-dimensional test problems.

Keywords: hyperbolic conservation laws, discontinuous Galerkin methods,
slope limiting, local maximum principles, positivity preservation

1. Introduction

Discontinuous Galerkin (DG) methods belong to the most popular and suc-
cessful numerical schemes for computational gas dynamics. In contrast to
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continuous finite element approximations, they are locally conservative and
local maximum principles for scalar conserved quantities are easy to enforce
by limiting the gradients and/or higher-order derivatives of the finite element
shape functions [3, 11, 12, 13, 14]. The bounds for the inequality constraints
imposed on solution values at certain control points are commonly defined in
terms of the mean values in surrounding elements. The loss of accuracy at
smooth extrema can be avoided using troubled cell indicators [12, 23], WENO
reconstructions [20], or hierarchical limiting techniques [11, 13, 14, 27].

In applications of DG methods to systems of conservation laws, segregated
limiting of conserved quantities may fail to guarantee that other quantities of
interest will stay in the range of physically admissible values. For example,
the pressure may become negative causing a crash of the simulation when
it comes to calculating the speed of sound. To remedy this alarming situ-
ation, positivity-preserving pressure limiters were developed for high-order
discontinuous Galerkin discretizatons of the Euler equations in a number of
recent publications by Zhang and Shu [30, 31]. Whereas positivity preser-
vation is a necessary condition for obtaining physically realistic solutions, it
does not guarantee the absence of spurious undershoots and overshoots in
the pressure distribution. On the other hand, limiting strategies that enforce
local maximum principles for derived quantities of interest [14, 22] typically
rely on linearized transformations of variables and cannot guarantee positiv-
ity preservation for the pressure and internal energy. This deficiency can be
cured by means of a posteriori corrections, as proposed in [5, 16].

In this paper, we introduce a new approach to preserving local bounds for
gas dynamics variables in DG discretizations of the Euler equations. The
proposed methodology is based on the scalar vertex-based slope limiter pre-
sented in [13, 14]. The energy and pressure are constrained by estimating
and limiting the changes in the values of the conserved variables. The pro-
cedure for calculating the correction factors is similar to the one developed
by the authors in the context of flux-corrected transport (FCT) algorithms
for continuous finite elements [18]. The bounds for the values of DG shape
functions at the vertices of the mesh are designed to guarantee positivity of
all thermodynamic variables while avoiding unnecessary limiting of the den-
sity in regions of constant pressure. A numerical study for 2D test problems
demonstrates the ability of the synchronized vertex-based limiter to resolve
shocks and contact discontinuities in a crisp and nonoscillatory manner.
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2. DG discretization of the Euler equations

The Euler equations represent a hyperbolic system of conservation laws

∂ρ

∂t
+∇ · (ρv) = 0, (1)

∂(ρv)

∂t
+∇ · (ρv ⊗ v + pI) = 0, (2)

∂(ρE)

∂t
+∇ · (ρEv + pv) = 0, (3)

where ρ is the density, v is the velocity, p is the pressure, E is the total
energy, and I denotes the identity tensor. The equation of state for an ideal
polytropic gas with the heat capacity ratio γ reads

p = (γ − 1)

(
ρE − |ρv|

2

2ρ

)
. (4)

The system of equations (1)-(3) can be written in the generic form

∂U

∂t
+∇ · F = 0, (5)

where

U =

 ρ
ρv
ρE

 , F =

 ρv
ρv ⊗ v + pI
ρEv + pv

 . (6)

The local variational problem associated with an element T ∈ Th is given by∫
T

(
w
∂U

∂t
−∇w · F(U)

)
dx +

∫
∂T

wFn(UL, UR) ds = 0 ∀w ∈ V, (7)

where V is a suitably defined Sobolev space and w is a test function. The
flux Fn(UL, UR) is defined using an approximate solution to the Riemann
problem with the interior state UL = U+ and exterior state UR = U−.

2.1. Boundary conditions

On a common edge/face of two mesh elements, the states UL and UR are
defined as the one-sided traces of the (possibly discontinuous) solution. On
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the boundary Γ of the computational domain Ω, the components of UR are
determined using UL and the characteristic boundary conditions. At a su-
personic inlet, UR := U∞ is the vector of prescribed free stream values. At
a supersonic outlet, we set UR := UL. On a reflecting solid wall, we reverse
the sign of the normal velocity by setting (ρv)R := (ρv)L − 2n(ρv)L · n. We
refer to [6, 15, 26] for details and other types of boundary conditions.

2.2. Approximate Riemann solvers

The choice of the numerical flux function Fn must guarantee consistency

Fn(U,U) = F(U) · n.

A particularly simple formula is the local Lax-Friedrichs (Rusanov) flux

Fn(UL, UR) =
F(UL) + F(UR)

2
· n−max{sL, sR}(UR − UL), (8)

where sL and sR are defined as the fastest characteristic speeds. In the
case of the compressible Euler equations, the solution to the local Riemann
problem is a superposition of waves moving at speeds v · n and v · n ± c,
where c =

√
γp/ρ is the local speed of sound. Hence, we have

sL = |vL · n|+ cL,

sR = |vR · n|+ cR.

The Lax-Friedrichs flux (8) is very robust but tends to produce excessive
numerical dissipation. As an alternative, we consider the HLL flux [10, 25]

Fn(UL, UR) =


F(UL) · n if sL > 0,
F(UR) · n if sR < 0,

(sRFL−sLFR)·n
sR−sL

+ sLsR
sR−sL

(UR − UL), otherwise,
(9)

where
sL = min{vL · n,vR · n} −max{cL, cR},

sR = max{vL · n,vR · n}+ max{cL, cR}.

For a review of popular approximate Riemann solvers, we refer to Toro [25].
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2.3. Space discretization

Leaving the time variable continuous for the time being, we discretize the
nonlinear system (5) in space using the discontinuous Galerkin method. The
vector of conserved quantities U is approximated by a linear combination of
basis functions {ϕj} spanning a broken Sobolev space Vh. The restriction of
Uh to an element T ∈ Th is a continuous shape function given by

Uh(x) =
∑
j

Ujϕj(x), x ∈ T. (10)

In this paper, we use rectangular meshes and linear shape functions. Thus,
each component uh of Uh is exactly represented by the Taylor polynomial

uh(x) = ūT + (x− x̄T ) · ∇uT , (11)

where ūT = uh(x̄T ) is the cell average, ∇uT = ∇uh|T and

x̄T =
1

|K|

∫
T

x dx. (12)

The local semi-discrete problem associated with T can be written as(
wh,

∂Uh
∂t

)
T

+ aT (wh, Uh) = bT (wh), ∀wh ∈ Vh, (13)

(wh, Uh)T :=

∫
T

whUh dx, (14)

aT (wh, Uh) =

∫
∂T

whF
+
n ds−

∫
T

∇wh · F(Uh) dx, (15)

bT (wh) = −
∫
∂T

whF
−
n ds, (16)

where F+
n and F−n are the components of the numerical flux Fn(U+

h , U
−
h )

associated with the internal and external limits of Uh on ∂T .

By (10), this local variational problem is equivalent to the linear system∑
j

dUj
dt

(ϕi, ϕj)T +
∑
j

UjaT (ϕi, ϕi) = bT (ϕi), ∀i. (17)
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The matrix form of the so-defined semi-discrete local problem reads

MT
dUT
dt

+ ATUT = BT , (18)

where MT is the element mass matrix, AT is the discrete evolution operator
(including the outgoing fluxes) and BT is the vector of incoming fluxes.

2.4. Time discretization

The semi-discrete DG scheme (18) can be discretized in time using an explicit
or implicit method. In the below numerical study, we use the third-order
strongly stability preserving (SSP) Runge-Kutta method [8]

U
(1)
T = Un

T + ∆tM−1
T [Bn

T − ATUn
T ], (19)

U
(2)
T =

3

4
Un
T +

1

4

(
U

(1)
T + ∆tM−1

T [B
(1)
T − ATU

(1)
T ]
)
, (20)

Un+1
T =

1

3
Un +

2

3

(
U (2) + ∆tM−1

T [B
(2)
T − ATU

(2)
T ]
)
. (21)

This time-stepping scheme preserves the local extremum diminishing proper-
ties of the underlying space discretization under certain time step restrictions.
For a presentation of other SSP Runge-Kutta methods, we refer to [7, 9].

At the end of each Runge-Kutta step, the gradients of the DG solution are
constrained using the synchronized limiter presented in the next sections.

3. Limiting for scalar conservation laws

Slope limiters are widely used to enforce local discrete maximum principles
in finite volume and discontinuous Galerkin methods for conservation laws
[1, 2, 3, 11, 22]. A typical limiting technique constrains the derivatives of a
piecewise-linear or high-order approximation so as to impose some inequality
constraints on the solution values at certain control points. The accuracy
of the slope-limited solution depends on the location of the control points,
definition of the bounds at these control points, and the algorithm used to
enforce these bounds. In the context of cell-centered DG methods, vertex-
based limiters [1, 13, 27] impose less restrictive constraints than procedures
in which the control points are located at edge or face barycenters.
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Let the bounds umax
i and umin

i for the value of a scalar-valued linear shape
function uh|T at a vertex xi be defined as the largest/smallest mean values
in elements containing xi [13]. To enforce the inequality constraints

umin
i ≤ uh(xi) ≤ umax

i (22)

at each vertex of an element T , the linear part of the shape function (11) is
multiplied by a correction factor αT ∈ [0, 1]. This yields

ûh(x) = ūT + αT (x− x̄T ) · ∇uT . (23)

The value of αT can be determined using the Barth-Jespersen formula [1, 13]

αT = min
i


min

{
1,

Q+,u
i

f
(u)
i,T

}
if f

(u)
i,T > 0,

1 if f
(u)
i,T = 0,

min

{
1,

Q−,u
i

f
(u)
i,T

}
if f

(u)
i,T < 0,

(24)

where f
(u)
i,T is the unconstrained linear fluctuation at the vertex xi, i.e.,

f
(u)
i,T = (xi − x̄T ) · ∇uT (25)

and
Q+,u
i = umax

i − ūT , Q−,ui = umin
i − ūT (26)

are the bounds for its constrained counterpart

f̂
(u)
i,T = ûh(xi)− ūT = αTf

(u)
i,T . (27)

An extension of this vertex-based slope limiter to higher-order DG approxi-
mations can be found in [1, 13, 14]. It is based on a representation of uh|T
in terms of Taylor basis functions and constrains the partial derivatives in a
hierarchical manner using (24) to calculate a set of correction factors for the
degrees of freedom associated with massless high-order terms.

4. Limiting for the Euler equations

The extension of the above vertex-based limiter to systems of conservation
laws and, in particular, to the Euler equations (1)-(3) calls for the use of a
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common correction factor αT for all conserved quantities. The synchronized
limiting strategy should guarantee that all quantities of interest are bounded
by the values corresponding to the piecewise-constant component of the DG
solution. Following the procedure introduced in [18] in the context of alge-
braic flux correction for continuous finite elements, we consider the following
system of inequality constraints for the density, energy, and pressure:

ρmin
i ≤ ρi ≤ ρmax

i , (28)

ρ̃min
i Emin

i ≤ (ρE)i ≤ min ρ̃max
i Emax

i , (29)

ρ̃min
i pmin

i ≤ ρipi = (γ − 1)

[
ρi(ρE)i −

1

2
|(ρv)i|2

]
≤ ρ̃max

i pmax
i , (30)

where
ρi = ρ̄T + αTf

(ρ)
i,T , (31)

(ρv)i = (ρv)T + αTf
(ρv)
i,T , (32)

(ρE)i = (ρE)T + αTf
(ρE)
i,T . (33)

The tight bounds ρ̃min
i and ρ̃max

i are obtained using the scalar density limiter
(see below). The remaining bounds are defined in terms of the cell averages
from elements containing xi. The increments to be limited are given by

f
(ρ)
i,T = (xi − x̄T ) · ∇ρT , (34)

f
(ρv)
i,T =

 (xi − x̄T ) · ∇(ρv1)T
. . .

(xi − x̄T ) · ∇(ρvd)T

 , (35)

f
(ρE)
i,T = (xi − x̄T ) · ∇(ρE)T , (36)

where d ∈ {1, 2, 3} stands for the number of space dimensions.

The choice of the correction factor αT for the gradients of the conserved
quantities must ensure that inequalities (28)–(30) hold at each vertex xi of
element T . The design of a failsafe limiting procedure is complicated by
the strong coupling between the quantities of interest. For example, any
adjustment of ρi may result in a violation of (30) even if (ρv)i and (ρE)i
remain unchanged. Hence, changes in the values of derived quantities must
be taken into account when it comes to limiting the conserved variables. In
the remainder of this section, we present a synchronized limiter for enforcing
(28)–(30) in the context of piecewise-linear DG approximations.
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4.1. The density limiter

The density ρ is easy to limit and represents a natural control variable because
it is discontinuous at shocks and contact discontinuities alike (in contrast to
the velocity v and pressure p which are continuous at a contact discontinuity).
For this reason, the value of the synchronized correction factor αT should not
exceed that of α

(ρ)
T such that (31) satisfies (28) for any αT ≤ α

(ρ)
T .

Using the Barth-Jespersen limiter (24) to calculate the correction factor

α
(ρ)
T = min

i


min

{
1,

Q+,ρ
i

f
(ρ)
i,T

}
if f

(ρ)
i,T > 0,

1 if f
(ρ)
i,T = 0,

min

{
1,

Q−,ρ
i

f
(ρ)
i,T

}
if f

(ρ)
i,T < 0,

(37)

such that the density increments α
(ρ)
T f

(ρ)
i,T are bounded by

Q+,ρ
i = ρmax

i − ρ̄T , Q−,ρi = ρmin
i − ρ̄T , (38)

we define the tight bounds ρ̃max
i and ρ̃min

i for (29) and (30) thus:

ρ̃max
i = max

T
(ρ̄T + α

(ρ)
T f

(ρ)
i,T ), (39)

ρ̃min
i = min

T
(ρ̄T + α

(ρ)
T f

(ρ)
i,T ), (40)

where the maxima and minima are taken over all elements containing xi.

The use of ρ̃max
i and ρ̃min

i in (29) and (30) prevents the adjustments of αT at
the energy and pressure limiting steps from smearing the density gradients
in regions located far away from shocks and contact discontinuities [18].

4.2. The energy limiter

The second natural control variable for a synchronized FCT algorithm is the
total energy. The energy bounds defined by (29) can be enforced using

α
(ρE)
T = min

i


min

{
1,

Q+,ρE
i

f
(ρE)
i,T

}
if f

(ρE)
i,T > 0,

1 if f
(ρE)
i,T = 0,

min

{
1,

Q−,ρE
i

f
(ρE)
i,T

}
if f

(ρE)
i,T < 0.

(41)
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This formula constrains the energy increments α
(ρE)
T f

(ρ)
i,T to be bounded by

Q+,ρE
i = ρ̃max

i Emax
i − (ρE)T , Q−,ρEi = ρ̃min

i Emin
i − (ρE)T . (42)

Remark. The same limiting strategy can also be used to control the compo-
nents of the velocity vector vi. However, componentwise limiting of vector
fields violates the principle of frame indifference. For this reason, the use of
frame invariant velocity/momentum limiters is recommended [21, 29].

4.3. The pressure limiter

In addition to limiting the density and energy, it is essential to ensure that
the pressure p does not violate the local bounds. The use of ρ̃max

i and ρ̃min
i

in the pressure constraints defined by (30) prevents the synchronized limiter
from setting the gradients of all conserved variables equal to zero in regions
of constant pressure. At the same time, positivity preservation is guaranteed.

Note that the bound ρ̃min
i pmin

i is nonnegative and ρ̃
max
min
i → ρi as α

(ρ)
T → 0.

Let αT ≤ α∗T := min
{
αρT , α

(ρE)
T

}
be the synchronized correction factor for

the vertex-based limiter. To enforce (30), αT should be chosen so that

ρ̃min
i pmin

i

γ − 1
≤
(
ρ̄T + αTf

(ρ)
i,T

)(
(ρE)T + αTf

(ρE)
i,T

)
− 1

2

∣∣∣(ρv)T + αT f
(ρv)
i,T

∣∣∣2
= ρ̄T (ρE)T + αT

(
ρ̄Tf

(ρE)
i,T + (ρE)Tf

(ρ)
i,T

)
+ α2

Tf
(ρ)
i,T f

(ρE)
i,T

− 1

2
|(ρv)T |

2 − αT (ρv)T · f
(ρv)
i,T −

1

2

∣∣∣αT f (ρv)i,T

∣∣∣2 ≤ ρ̃max
i pmax

i

γ − 1
.

Using the assumption that αT ≤ α∗T , we obtain the following estimates:

P−i,T ≤ Pi,T ≤ P+
i,T , (43)

where

Pi,T = αT (γ − 1)
(
ρ̄Tf

(ρE)
i,T + (ρE)Tf

(ρ)
i,T − (ρv)T · f

(ρv)
i,T

)
+ α2

T (γ − 1)

(
f
(ρ)
i,T f

(ρE)
i,T − 1

2

∣∣∣f (ρv)i,T

∣∣∣2) , (44)
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P+
i,T = α∗T (γ − 1) max

{
0, ρ̄Tf

(ρE)
i,T + (ρE)Tf

(ρ)
i,T − (ρv)T · f

(ρv)
i,T

+ α∗T max

{
0, f

(ρ)
i,T f

(ρE)
i,T − 1

2

∣∣∣f (ρv)i,T

∣∣∣2}} , (45)

P−i,T = α∗T (γ − 1) min
{

0, ρ̄Tf
(ρE)
i,T + (ρE)Tf

(ρ)
i,T − (ρv)T · f

(ρv)
i,T

+ α∗T min

{
0, f

(ρ)
i,T f

(ρE)
i,T − 1

2

∣∣∣f (ρv)i,T

∣∣∣2}} , (46)

Q+,ρp
i,T = ρ̃max

i pmax
i − ρ̄T p̄T , Q−,ρpi,T = ρ̃min

i pmin
i − ρ̄T p̄T , (47)

p̄T = (γ − 1)

(
(ρE)T −

|(ρv)T |2

2ρ̄T

)
.

In the estimate of the quadratic term we used the fact that

α2
T ≤ αT ∀αT ∈ [0, 1].

Introducing the vertex-based pressure correction factors

α+
i,T = min

{
1,
Q+,ρp
i,T

P+
i,T

}
, α−i,T = min

{
1,
Q−,ρpi,T

P−i,T

}
(48)

such that
α+
i,TP

+
i,T ≤ Q+,ρp

i,T , Q−,ρpi,T ≤ α−i,TP
−
i,T , (49)

we define the final synchronized correction factor αT as follows:

αT = α∗T min
i

{
min{α+

i,T , α
−
i,T}
}
. (50)

This limiting strategy is similar to the one developed for FCT algorithms
in [18]. In contrast to the density and energy limiters, the above pressure
limiter does not distinguish between positive and negative increments and
tends to produce α±i,T smaller than necessary to enforce the local bounds.

An improved version of the synchronized limiter based on (50) can be de-
signed using an alternative definition of the nodal correction factors α±i,T . To

determine the optimal values of α±i,T , we consider the pressure increments

P 1
i,T = α∗T (γ − 1)

(
ρ̄Tf

(ρE)
i,T + (ρE)Tf

(ρ)
i,T − (ρv)T · f

(ρv)
i,T

)
, (51)

P 2
i,T = (α∗T )2(γ − 1)

(
f
(ρ)
i,T f

(ρE)
i,T − 1

2

∣∣∣f (ρv)i,T

∣∣∣2) . (52)
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In the case P 2
i,T = 0, the optimal values of α±i,T are given by

α+
i,T =

{
min

{
1,

Q+,ρp
i

P 1
i,T

}
if P 1

i,T > 0,

1 otherwise,
(53)

α−i,T =

{
min

{
1,

Q−,ρp
i

P 1
i,T

}
if P 1

i,T < 0,

1 otherwise.
(54)

In the case P 2
i,T 6= 0, we need to solve the quadratic equation

α2
i,TP

2
i,T + αi,TP

1
i,T = Q±,ρpi,T . (55)

Let

ri,T = −1

2

P 1
i,T

P 2
i,T

, s±i,T = r2i,T +
Q±,ρpi,T

P 2
i,T

. (56)

The following situations (as depicted in Fig. 1) are possible:

(a) If P 1
i,T ≥ 0 and P 2

i,T > 0 then

α+
i,T = min

{
1, ri,T +

√
s+i,T

}
, α−i,T = 1. (57)

(b) If P 1
i,T ≤ 0 and P 2

i,T < 0 then

α+
i,T = 1, α−i,T = min

{
1, ri,T +

√
s−i,T

}
. (58)

(c) If P 1
i,T ≤ 0 and P 2

i,T > 0 then

α+
i,T = min

{
1, ri,T +

√
s+i,T

}
, (59)

α−i,T =

{
min

{
1, ri,T −

√
s−i,T

}
if s−i,T ≥ 0,

1 otherwise.
(60)

(d) If P 1
i,T ≥ 0 and P 2

i,T < 0 then

α−i,T =

{
min

{
1, ri,T −

√
s+i,T

}
if s+i,T ≥ 0,

1 otherwise,
(61)

α−i,T = min
{

1, ri,T +
√
s−i,T

}
. (62)
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This choice of α±i,T guarantees that the pressure constraints are satisfied for

αT ≤ α∗T min{α+
i,T , α

−
i,T}.

In our experience, the use of the quadratic pressure limiter leads to just
marginal improvements compared to the linear version based on (48).

Q+,pi,T

Q−,pi,T

−P1
i,T /P

2
i,T

αmax
i,T

αi,T

f (p)
i,T

(a) P1
i,T ≥ 0, P2

i,T > 0.

Q+,pi,T

Q−,pi,T

−P1
i,T /P

2
i,T αmax

i,T αi,T

f (p)
i,T

(b) P1
i,T ≤ 0, P2

i,T < 0.

Q+,pi,T

Q−,pi,T

−P1
i,T /P

2
i,Tαmax

i,T αi,T

f (p)
i,T

(c) P1
i,T ≤ 0, P2

i,T > 0.

Q+,pi,T

Q−,pi,T

−P1
i,T /P

2
i,T

αmax
i,T αi,T

f (p)
i,T

(d) P1
i,T ≥ 0, P2

i,T < 0.

1

Figure 1: Roots of the quadratic equation for the pressure correction factors.

We remark that the positivity-preserving pressure limiter of Zhang and Shu
[30, 31] also requires solving a quadratic equation. The main outcome of the
present work is the simpler formula (48) for α±i,T and the definition of the

local bounds for the energy and pressure in terms of ρ̃max
i and ρ̃min

i .
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5. Numerical examples

In this section, we solve two standard test problems for the Euler equations
using the DG scheme equipped with the new synchronized slope limiter.

5.1. Shock tube problem

Sod’s shock tube problem [24] is a well-known benchmark for the Euler equa-
tions. In this numerical study, we solve it using a 2D implementation of the
DG method. The computational domain Ω = (0, 1) × (0, 1) has reflective
walls and is initially separated by a membrane into two sections. When the
membrane is removed, the gas begins to flow into the region of lower pressure.
The initial condition for the nonlinear Riemann problem is given by ρL

vL
pL

 =

 1.0
0.0
1.0

 ,
 ρR

vR
pR

 =

 0.125
0.0
0.1

 , (63)

where the subscripts refer to the subdomains

ΩL = (0, 0.5)× (0, 1), ΩR = (0.5, 1)× (0, 1).

The removal of the membrane at the time t = 0 releases a shock wave that
propagates to the right with velocity satisfying the Rankine-Hugoniot con-
ditions. All of the primitive variables are discontinuous across the shock
which is followed by a contact discontinuity. The latter represents a moving
interface between the regions of different densities but constant velocity and
pressure. The rarefaction wave propagates in the opposite direction provid-
ing a smooth transition to the original values of the state variables in the left
part of the domain. Hence, the one-dimensional flow pattern in the shock
tube is characterized by three waves traveling at different speeds.

The solution profiles along the cutline y = 0.5 at the final time t = 0.231 are
displayed in Fig. 2. The exact solution to Sod’s shock tube problem is shown
by the solid lines without markers. The solid lines with bullet markers are
numerical solutions calculated using the DG method with h = 1/128 and
∆t = 10−3. The L2 density errors (Eρ

2) listed above the diagrams confirm
that the Lax-Friedrichs flux (LF) introduces more numerical dissipation than

14



HLL, especially in the case of the P0 discretization (see Figs 2a,b). The dif-
ference between the slope-limited P1 solutions is less pronounced. The results
in Figs 2c,d were calculated using the scalar vertex-based limiter (labeled S)
to constrain ρ, ρv, and ρE in a segregated manner. The unconstrained veloc-
ity and pressure exhibit undershoots and overshoots which carry over to the
conserved variables. The synchronized density-energy-pressure limiter pre-
sented in Section 4 produces accurate nonoscillatory solutions, as shown in
Fig. 3. The label L stands for the linear version (48) of the new pressure lim-
iter, whereas Q refers to the limiting strategy based on solving the quadratic
equation (55). As expected, the quadratic pressure limiter produces smaller
L2 errors than its linear counterpart. However, the differences between the
constrained DG approximations are marginal in this example.

5.2. Double Mach reflection

In the second example, we consider the double Mach reflection benchmark
[28] for the two-dimensional Euler equations. The computational domain for
this test is the rectangle Ω = (0, 4) × (0, 1). The flow pattern features a
propagating Mach 10 shock in air (γ = 1.4) which initially makes a 60◦ angle
with a reflecting wall. The following pre-shock and post-shock values of the
flow variables are used to define the initial and boundary conditionsρLuL

vL
pL

 =

 8.0
8.25 cos(30◦)
−8.25 sin(30◦)

116.5

 ,
ρRuR
vR
pR

 =

1.4
0.0
0.0
1.0

 . (64)

Initially, the post-shock values (subscript L) are prescribed in the subdomain
ΩL = {(x, y) | x < 1/6 + y/

√
3} and the pre-shock values (subscript R) in

ΩR = Ω\ΩL. The reflecting wall corresponds to 1/6 ≤ x ≤ 4 and y = 0. No
boundary conditions are required along the line x = 4. On the rest of the
boundary, the post-shock conditions are assigned for x < 1/6 + (1 + 20t)/

√
3

and the pre-shock conditions elsewhere. The so-defined values along the top
boundary describe the exact motion of the initial Mach 10 shock.

In Figs 4 and 5, we present snapshots of the density and pressure distri-
bution at t = 0.2 calculated on a uniform mesh of 65,536 rectangular ele-
ments (h = 1/128) using the time step ∆t = 10−4. The HLL-P0 approxima-
tion exhibits strong numerical diffusion which results in a poor resolution of
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(a) LF-P0, E
ρ
2=1.17e-3
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(c) LF-P1-S, Eρ
2=1.76e-4
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(b) HLL-P0, E
ρ
2=7.96e-4
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(d) HLL-P1-S, Eρ
2=1.56e-4
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Figure 2: Shock tube problem: P0 vs. P1 with segregated limiting of the conserved
variables, h = 1/128, ∆t = 10−3. Snapshots of the density (blue), velocity (green), and
pressure (red) distribution along the line y = 0.5 at t = 0.231.
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(a) LF-P1-L, Eρ
2=9.83e-5
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(c) LF-P1-Q, Eρ
2=9.61e-5
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(b) HLL-P1-L, Eρ
2=9.93e-5
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(d) HLL-P1-Q, Eρ
2=9.56e-5
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Figure 3: Shock tube problem: LF-P1 and HLL-P1 with synchronized limiting of the
density, energy, and pressure, h = 1/128, ∆t = 10−3. Snapshots of the density (blue),
velocity (green), and pressure (red) distribution along the line y = 0.5 at t = 0.231.
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(a) HLL-P0, ρ ∈ [1.4, 20.60]

(b) HLL-P1-S, ρ ∈ [1.4, 20.56]

(c) HLL-P1-L, ρ ∈ [1.4, 20.57]

(d) HLL-P1-Q, ρ ∈ [1.4, 20.55]

Figure 4: Double Mach reflection: density distribution at t = 0.2.
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(a) HLL-P0, p ∈ [1.0, 544.41]

(b) HLL-P1-S, p ∈ [1.0, 541.59]

(c) HLL-P1-L, p ∈ [1.0, 543.41]

(d) HLL-P1-Q, p ∈ [1.0, 543.68]

Figure 5: Double Mach reflection: pressure distribution at t = 0.2.
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the interacting shock waves. The HLL-P1 solutions were constrained using
the scalar conserved variable limiter and the synchronized density-energy-
pressure limiter. The results of this 2D simulation confirm that the synchro-
nized limiter introduces moderate amounts of numerical dissipation without
generating negative pressures or spurious oscillations. Again, no significant
differences are observed in the accuracy of solutions obtained with the linear
and quadratic versions of the pressure limiter. This indicates that the benefit
of using optimal pressure correction factors is hardly worth the effort.

6. Summary

The new approach to synchronized limiting of the density, energy, and pres-
sure in discontinuous Galerkin methods enforces local bounds in a way which
guarantees positivity preservation while maintaining low levels of numerical
dissipation. An estimate of the energy and pressure increments associated
with the linear part of the DG shape functions leads to closed-form expres-
sions for the gradient correction factors. The energy and pressure bounds for
the proposed limiting procedure are designed using the scalar vertex-based
limiter to determine the range of admissible values for the density. The same
limiting strategy can be used to constrain antidiffusive element contributions
in localized element-based flux-corrected transport algorithms [4].
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