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Supersonic Wind Tunnel - Arnold Engineering Development 
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Motivation
C15 C17

8o CA

meshing

hardware-unfriendly data structures little suitable for maneuvers, transients

scaling up to higher Re

  24792:   Det = 0.67364E-05   Tprobl = 0.18041E+00
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missing interactivity
(results are known late)



Numerical Wind Tunnel - 90ies

C3 C5 C17

0o CA

2o CA

4o CA

Numerical Wind Tunnel - Japan
TOP500 1993-1995

Processing elements (PE) nodes
166

Control processor (CP) nodes 2

Network
Two 421 MB/s crossbar networksPE memory 256 MB

Total performance 280gigaFLOPS 45GBProgramming languages Fortran, C
Parallel libraries PVM, PARMACS, MPI

8o CA



Virtual Wind Tunnel - 00ies

C3 C5 C17
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Interactive visualisation of flow-fields 

Focus on post-processing
Numerical Wind Tunnel - TUM 2005



Virtual Wind Tunnel - 10s
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Interaction? 

Instantaneous meshing?



The Vision

Build a virtual wind tunnel 

Achieve fast CFD solver using parallel GPU programming 

Interact with the simulation in real time 

Interact with real wind tunnel? 

Receive feedback immediately via real time visualization 

Represent complex geometries in simple manner



Governing Equations
C3 C5 C15 C17

0o CA

8o CA

4 T.M. Nguyen et al.

conditions [46]. The combustion modeling in the power stroke is performed with
a flame surface density model. In our opinion, an uniformly high resolution of
the entire in-cylinder region is required (not just the near wall regions) to avoid
artificial dissipation of the turbulent structures, which is a prerequisite to describe
the flame front propagation accurately. Alternatively, adaptive grid refinement of
the flame front may not circumvent well the issue of artificially dissipated turbulent
structures and makes the computation rather complicated, expensive and possibly
less reproducible. Figure 1 illustrates the instantaneous turbulent flow field and
the fine structures that are resolved during an engine LES.

2 Modeling Approach

2.1 The governing equations

The filtered governing equations for mass (1), momentum (2), and energy (3) are
outlined below.
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T

+
@

@x

j

�


@

e
T

@x

j

�

+
@

@x

j

�
eu
i

f�
ij

�� @

@x

j

(sgs

ij

)

(3)

In Eqs. (1-3), the density, velocity, pressure, molecular viscosity and Kronecker
delta are denoted by ⇢, eu
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, p, e⌫ and �

ij

, respectively. The unresolved stress and
the unresolved kinetic energy are ⌧
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according to Eq. 5 (Poinsot and Veynante [45]).

⇢ee =
1
2
⇢eu

k

eu
k

+ ⇢ee
s

, ee
s

=

TZ

T0

c

v

(T ) dT (5)

4 T.M. Nguyen et al.

conditions [46]. The combustion modeling in the power stroke is performed with
a flame surface density model. In our opinion, an uniformly high resolution of
the entire in-cylinder region is required (not just the near wall regions) to avoid
artificial dissipation of the turbulent structures, which is a prerequisite to describe
the flame front propagation accurately. Alternatively, adaptive grid refinement of
the flame front may not circumvent well the issue of artificially dissipated turbulent
structures and makes the computation rather complicated, expensive and possibly
less reproducible. Figure 1 illustrates the instantaneous turbulent flow field and
the fine structures that are resolved during an engine LES.
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conditions [46]. The combustion modeling in the power stroke is performed with
a flame surface density model. In our opinion, an uniformly high resolution of
the entire in-cylinder region is required (not just the near wall regions) to avoid
artificial dissipation of the turbulent structures, which is a prerequisite to describe
the flame front propagation accurately. Alternatively, adaptive grid refinement of
the flame front may not circumvent well the issue of artificially dissipated turbulent
structures and makes the computation rather complicated, expensive and possibly
less reproducible. Figure 1 illustrates the instantaneous turbulent flow field and
the fine structures that are resolved during an engine LES.

2 Modeling Approach

2.1 The governing equations
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conditions [46]. The combustion modeling in the power stroke is performed with
a flame surface density model. In our opinion, an uniformly high resolution of
the entire in-cylinder region is required (not just the near wall regions) to avoid
artificial dissipation of the turbulent structures, which is a prerequisite to describe
the flame front propagation accurately. Alternatively, adaptive grid refinement of
the flame front may not circumvent well the issue of artificially dissipated turbulent
structures and makes the computation rather complicated, expensive and possibly
less reproducible. Figure 1 illustrates the instantaneous turbulent flow field and
the fine structures that are resolved during an engine LES.
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conditions [46]. The combustion modeling in the power stroke is performed with
a flame surface density model. In our opinion, an uniformly high resolution of
the entire in-cylinder region is required (not just the near wall regions) to avoid
artificial dissipation of the turbulent structures, which is a prerequisite to describe
the flame front propagation accurately. Alternatively, adaptive grid refinement of
the flame front may not circumvent well the issue of artificially dissipated turbulent
structures and makes the computation rather complicated, expensive and possibly
less reproducible. Figure 1 illustrates the instantaneous turbulent flow field and
the fine structures that are resolved during an engine LES.
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2.1 The governing equations

The filtered governing equations for mass (1), momentum (2), and energy (3) are
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conditions [46]. The combustion modeling in the power stroke is performed with
a flame surface density model. In our opinion, an uniformly high resolution of
the entire in-cylinder region is required (not just the near wall regions) to avoid
artificial dissipation of the turbulent structures, which is a prerequisite to describe
the flame front propagation accurately. Alternatively, adaptive grid refinement of
the flame front may not circumvent well the issue of artificially dissipated turbulent
structures and makes the computation rather complicated, expensive and possibly
less reproducible. Figure 1 illustrates the instantaneous turbulent flow field and
the fine structures that are resolved during an engine LES.

2 Modeling Approach

2.1 The governing equations

The filtered governing equations for mass (1), momentum (2), and energy (3) are
outlined below.
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conditions [46]. The combustion modeling in the power stroke is performed with
a flame surface density model. In our opinion, an uniformly high resolution of
the entire in-cylinder region is required (not just the near wall regions) to avoid
artificial dissipation of the turbulent structures, which is a prerequisite to describe
the flame front propagation accurately. Alternatively, adaptive grid refinement of
the flame front may not circumvent well the issue of artificially dissipated turbulent
structures and makes the computation rather complicated, expensive and possibly
less reproducible. Figure 1 illustrates the instantaneous turbulent flow field and
the fine structures that are resolved during an engine LES.
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The filtered governing equations for mass (1), momentum (2), and energy (3) are
outlined below.

@⇢

@t

+
@⇢fu

j

@x

j

= 0 (1)

@⇢ eu
i

@t

+
@⇢fu

j

eu
i

@x

j

= � @p

@x

i

+
@

@x

j


⇢e⌫

�
@eu

i

@x

j

+
@eu

j

@x

i

�� 2
3
⇢e⌫ @euk

@x

k

�

ij

� ⇢⌧

sgs

ij

� (2)

@⇢ee
@t

+
@

�
⇢ee

�
fu
j

@x

j

= ẇ
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CFD Solver - PsiPhi

scalable from PC to vHPC 
LES, DNS 
coal, spray, gas flames 
radiation 
(in-) compressible 
moving geometries 
101-102 faster than unstructured



CFD Solver - PsiPhi

Grid Equidistant Cartesian grids
Mesh motion Immersed boundaries-

Lagrangian particles
Flow solver Fully compressible (explicit)
Inlet - Outlet NSCBC at inlet and outletTop & Bottom Wall bounded BC
Left & Right Periodic BC
Time stepping
Convection
Diffusion

Explicit O(<3) low storage RK
TVD
CDS



User Interaction - Visualization
C3 C5 C15 C17

0o CA

2o CA

4o CA

8o CA

Trigger events by keyboard, 
mouse, gamepad, smartphone 

The control-events are 
converted into the desired 
parameters 

Control parameters are sent to 
GPU-server 

Feedback from simulation are 
sent to the visualization 
computer via Xpra-Clone

Virtual Reality Peripheral Network



Moving Boundary: Lagrange Particles
C3 C5 C15 C17
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Parallelization - GPU Solver
C3 C5 C15 C17

0o CA

2o CA

4o CA

cally adjacent cells for their pressure value and then update the energy based
on that information. In these cases there is complete data independence and
the single-cpu computation can be directly mapped to a parallel GPU computa-
tion. If a single quantity is updated in this fashion an additional step has to be
taken or otherwise race conditions can occur related to the fact that is cannot
be guaranteed that all parallel threads finish their read operations before the
final write.
The implementation of the PsiPhi-GPU solver is done in CUDA using its data
parallel threading model. The GPU code is added to the PsiPhi package as an
optional module that can be enabled by the user in case GPU hardware is avail-
able. Some components of the program initialization like the setup of immersed
boundaries are handled by the CPU. The corresponding data is then copied over
to the GPU. The best result in terms of GPU performance is obtained when
the data movement between CPU and GPU is low. In the best case the data is
transferred once to the GPU and from there on all computations take place only
on the GPU. This situation can be realized in the PsiPhi framework because all
neccessary functionality of the flow solver is completely realized on the GPU.
The structure of the PsiPhi-GPU solver is illustrated in figure 1. Apart from the

Initialization on CPU

Allocate Memory
for GPU Data
 Structures

Copy Data to
GPU

Simulation Step

Postprocessing/
Online-Visualization

Loop

PsiPhi-Cuda-kernel1<<<blocks,threads >>>()

PsiPhi-Cuda-kernel2<<<blocks,threads >>>()

PsiPhi-Cuda-kerneln<<<blocks,threads >>>()

FORTRAN routines replaced
 by CUDA kernels

Figure 1: Visualization of PsiPhi-GPU solver structure. The simulation data
and parameters are transferred to the GPU in a preprocessing step. The data
remains on the GPU then as the simulation kernel functions are all available on
the GPU.

general design of the solution algorithm and the solver structure the memory lay-
out plays an important role for a robust and performant GPU implementation.

4

8o 



Mapping indices CPU vs. GPU
C3 C5 C15 C17

0o CA

2o CA

0. . .Jmax-1

0. . .Imax-1

0

0.
 . 

.K
m

ax
-1 [i,j,k]

Standard memory mapping of cell 
coordinates to 3D array index on CPU

0 Imax-1 k*Imax*Jmax+j*Imax+ij*Imax

... ...... ...

ij

k

[0,0,0]
[0,j,0]

[Imax-1,0,0]

[i,j,k]

Mapping of cell coordinates to array index 
for 3D to 1D array mapping

In the PsiPhi-CPU code the physical quantities for cell of the grid are stored in
separate 3D arrays. The organization of data in a 3D array leads to a cell index-

0. . .Jmax-1

0. . .Imax-1

0

0.
 . 

.K
m

ax
-1 [i,j,k]

Figure 2: Standard memory mapping of cell coordinates to 3D array index on
the CPU.

ing on the CPU of (i, j, k) ∈ [1, . . . , Imax]× [1, . . . , Jmax]× [1, . . . ,Kmax], this
memory layout is shown in figure 2. The memory organization of these arrays is
one of the main design choices to make when planning a GPU-based implemen-
tation. As we have mentioned before already the data access patterns that we
are going to apply in our numerical algorithms are usually accessing a cell and
its neighbors in vertical and horizontal direction. These memory access patterns
display predictability and spatial locality which are properties that lend itself
to efficient GPU implementation. Possible memory organizations choices on the
GPU for our 3D array are 3D texture memory and a linearization of the 3D
array into a 1D GPU array. As write access to the memory are common the
memory organization as 3D texture memory is out of question. So our choice of
memory layout is the linearization of the 3D arrays, the resulting cell to array
indexing is displayed in figure 3. The mapping formula from a 3D to a 1D array
can then be summarized as:

(i, j, k) #→ k · Imax · Jmax+ j · Imax+ i,

for (i, j, k) ∈ [1, . . . , Imax]× [1, . . . , Jmax]× [1, . . . ,Kmax]

An important operation that has to be performed on our data sets is accessing
only the data corresponding to the inner cells of the domain and having a number
of layers (usually two) acting as a boundary layer so that the mathematical
operations on the inner cells can be done without the need for special case
handling. This operation is an important building block in the diffusion and
convection modules of the code. An implementation of this technique on the
GPU is of importance for performance reasons as special case handling often
leads to code containing conditional branching which can lead to serious loss
of compute performance. Additionally, the described operation is not always
limited to a fixed number of boundary cells. To formalize the description of the
operation we can assume that the number of boundary layers is ng = 2 on each
end of the grid or in other words 4 per direction. If we adopt the [i, j, k]-indexing
for a grid with Iinner inner cells in i-direction, Jinner inner cells in j-direction

5

GPU support best for 1D arrays



GPU Kernels on an Cartesian Grid 
C3 C5 C15 C17

2o CA

4o CA

6o CA

8o CA

cally adjacent cells for their pressure value and then update the energy based
on that information. In these cases there is complete data independence and
the single-cpu computation can be directly mapped to a parallel GPU computa-
tion. If a single quantity is updated in this fashion an additional step has to be
taken or otherwise race conditions can occur related to the fact that is cannot
be guaranteed that all parallel threads finish their read operations before the
final write.
The implementation of the PsiPhi-GPU solver is done in CUDA using its data
parallel threading model. The GPU code is added to the PsiPhi package as an
optional module that can be enabled by the user in case GPU hardware is avail-
able. Some components of the program initialization like the setup of immersed
boundaries are handled by the CPU. The corresponding data is then copied over
to the GPU. The best result in terms of GPU performance is obtained when
the data movement between CPU and GPU is low. In the best case the data is
transferred once to the GPU and from there on all computations take place only
on the GPU. This situation can be realized in the PsiPhi framework because all
neccessary functionality of the flow solver is completely realized on the GPU.
The structure of the PsiPhi-GPU solver is illustrated in figure 1. Apart from the

Initialization on CPU

Allocate Memory
for GPU Data
 Structures

Copy Data to
GPU

Simulation Step

Postprocessing/
Online-Visualization

Loop

PsiPhi-Cuda-kernel1<<<blocks,threads >>>()

PsiPhi-Cuda-kernel2<<<blocks,threads >>>()

PsiPhi-Cuda-kerneln<<<blocks,threads >>>()

FORTRAN routines replaced
 by CUDA kernels

Figure 1: Visualization of PsiPhi-GPU solver structure. The simulation data
and parameters are transferred to the GPU in a preprocessing step. The data
remains on the GPU then as the simulation kernel functions are all available on
the GPU.

general design of the solution algorithm and the solver structure the memory lay-
out plays an important role for a robust and performant GPU implementation.
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Coupling between CPU and GPU
C3 C15 C17

8o CA

CPU

1. Generate immersed boundary
2. Initialize flow field

3.  Copy data from CPU to GPU

4.  Call GPU solver

5.  Copy data from GPU to CPU

GPU

1. Allocate the GPU arrays
2. Initialize all the GPU arrays

3.  Receive data from CPU

4.  Solve transport equations

5.  Compute pressure gradient & update 
momentum

6.  Compute inlet & outlet boundary 
conditions using parameters from 
devices 

7.  Compute the moving boundaries using 
parameters from devices 

8.  Compute  sub-grid turbulence

9.  Visualize the data using parameters 
from devices

10. Copy back data to CPU

4.
Loop



Benchmark GPU vs CPU
C3 C5 C15 C17

0o CA

4o CA

8o CA

GPU CPU

Hardware NVIDA Tesla 
K20Xm

Intel Xeon 
E5-260

Clock speed 732 MHz 3.3 GHz

Memory clock 1300 MHz 1600 MHz

Memory size 6GB (GDDR5) 64 GB

Memory 
Bandwidth

250GB/s

Programming 
languages

C CUDA Fortran 90



Some Test Cases by Wind Tunnel
Pressure wave (Airfoil NACA 4415)

Passive tracer (Airfoil NACA 4415) Velocities field around a Reuleaux triangle

Passive tracer in 3D around a car



VINKanal Provides

1. Quick access to the aerodynamics of complex geometries
2. „Wind tunnel tests“ can be performed or prepared on small computers
3. Simulated quantities are visualized instantly during the runtime
4. User can interact with the simulation directly
5. Transient processes can be studied effectively
     But: Reynolds number is still the major challenge



Future Work

1. Multi CPU & Multi GPU 
2. Incompressible solver  
3. Local refinement 
4. Include more scenarios for user-interaction 
5. Improved In-situ Visualization 
6. Improved architecture 
7. Non-visual output and evaluation 
8. Better turbulence modeling 
9. Packaging for engineering, research and education



Conclusions

• A fast, efficient solver was implemented on GPUs 

• Complex geometries are handled in a simple manner 

• Real time interaction is integrated 

• Data visualization is available 
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