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Abstract

Following our previous work on the application of the diffuse interface coupled lattice Boltzmann-level set
(LB-LS) approach to benchmark computations for 2D rising bubble simulations, this paper investigates the
performance of the coupled scheme in 3D two-phase flows. In particular, the use of different lattice stencils,
e. g., D3Q15, D3Q19 and D3Q27 is studied and the results for 3D rising bubble simulations are compared
with regards to isotropy and accuracy against those obtained by finite element and finite difference solutions
of the Navier-Stokes equations. It is shown that the method can eventually recover the benchmark solutions,
provided that the interface region is aptly refined by the underlying lattice. Following the benchmark sim-
ulations, the application of the method in solving other numerically subtle problems, e. g., binary droplet
collision and droplet splashing on wet surface under high Re and We numbers is presented. Moreover, im-
plementations on general purpose GPUs are pursued, where the computations are adaptively refined around
the critical parts of the flow.

Keywords 3D rising bubble; Lattice Boltzmann method; Level set method; Droplet splashing; Binary droplet
collision; GPGPU implementation

1 Introduction

The application of the coupled lattice Boltzmann-level set scheme for two-phase flows to 2D benchmark
simulations was discussed previously in the works of Safi and Turek in [36], coupling a one-fluid lattice
Bolztmann equation (LBE) with signed distance level set equation (LSE) as a sharp interface method. This
methodology was shown to be prone to unphysical velocities caused by weak pressure approximation in the
one-fluid LBE. The alternative pressure evolution LBE is more robust at large pressure gradients but breaks
down in calculating non-ideal part of the pressure if a sharp interface method is used. In the later work of Safi
and Turek [35] the pressure evolution LBE was thus coupled with a phase field mass conserving LSE. It was
shown in [35] that by applying averaged directional differencing to discretize the pressure forcing terms in
LBE, one can use the continuum surface force (CSE) form of the surface tension forces and obtain stable and
accurate solutions at high density and viscosity ratios as examined for 2D rising bubble benchmarks. In fact,
such a methodology also offers an alternative to the two-LBE schemes as in the pressure evolution scheme
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of Lee et. al [24] or the free-energy implementation of Banari et. al. [6] which require to save and process
data for a second group of distribution functions which are used to solve the LBE for the order parameter.
Considering the fact that diffuse interface LB-based solutions often require high lattice resolutions and 3D
lattice stencils need 15-27 populations, pursuing a two-LBE strategy for 3D flows ends up in extremely
large amounts of computational time and memory. The memory issue is even more demanding for parallel
implementations on general purpose GPUs (GPGPU) where memory resources per GPGPU are scarce. This
in turn puts severe restrictions on the resolution as well as the size of the problem and could potentially
limit the applicability of such schemes.

On the other hand, to the knowledge of the authors, 3D simulations of two-phase flows have always been
validated against experimental results in the so-called picture norms as in [3, 8, 25], where correspondence
between the input setting of the numerical simulation to the setup data in the laboratory is often very
hard, if not impossible. Consequently, from the users point of view, it is yet unclear how close the obtained
numerical results could get to the direct numerical simulation of the two-phase Navier-Stokes equations
(NSE), especially in situations where the exact extent and rate of interface deformation are of paramount
importance.

In this paper, we extend the methodology of diffuse coupled LB-LS to 3D flows, where the recent results
obtained by finite element solutions of NSE for 3D rising bubbles [43] will be used as reference to examine
the accuracy of the coupled scheme for different test cases. The benchmarking also enables us to investigate
the effect of using various discrete velocity stencils in LB method. Having established the accuracy in 3D,
the numerical robustness of the coupled LB-LS scheme will be examined for non-benchmark flows involv-
ing strong deformations, e. g., droplet splashing on liquid film and binary droplet collision under high Re
and We numbers. On the computational side, some adaptive computation techniques for parallel GPGPU
implementations are discussed so as to ease computational hurdles of two-phase 3D simulations.

The paper is organized as follows. The coupled LB-LS scheme will be shortly explained in section 2. Bench-
mark test cases for 3D rising bubbles will be introduced in section 3, including a brief review of the numerical
procedure used in the reference computations. The section eventually presents the numerical results for the
rising bubble problems. Application of the scheme to other numerically and physically interesting two-phase
flows will be the subject of section 5. Section 6 briefly describes the GPGPU implementation and the ob-
tained computational performances. The paper will be closed with conclusions and discussions in section
7.

2 Coupled LB-LS scheme

The LBE for the evolution of density distribution functions fα along discrete velocity directions α = 0, ..., n
with BGK approximation for collision reads [15,17]

∂f

∂t
+ cα · ∇f = −Λ(fα(x, t)− feqα (x, t))− (cα − u) · F

c2s
feq(x, t) (1)

where F is the forcing term and feqα is the equilibrium distribution

feqα (ρ,u) = wαρ

[
1 +

cα · u
c2s

+
[cα · u]

2

2c4s
+

[u · u]

2c2s

]
(2)

with wα being the weight factors for each discrete direction. The general relaxation matrix Λ could be
replaced by 1/τ for a single relaxation time (SRT) collision, while in a multiple relaxation time (MRT)
collision it takes the following form [22]

Λ = M−1Λ̂M− 2I (3)
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where M constructs n hydrodynamic moments from fαs and Λ̂ = Diag{s1, ..., sn} is the diagonal relaxation
matrix so as to let different hydrodynamic moments relax to their corresponding equilibrium states via
individual relaxation rates. The force term F arising from two-phase effects in the LB framework is

F = ∇(ρc2s − p)− Fs + G. (4)

The first term in equation 4 is the gradient of the non-ideal part of the pressure p, where ρ is the density and
cs = 1/

√
3 is the lattice speed of sound. G is a volume force, e. g. gravity. The second term, is the diffuse

CSF form of surface tension force [32]

Fs = σκnδε (5)

where σ is the surface tension coefficient, n is the normal to the interface, κ is the interface curvature. The
delta function δε is used to apply the force in a diffuse manner over a thickness ε around the interface. In
addition, one may define the continuous phase-field scalar ψ to denote the interface location as [31,32]

ψ =


1 if x ∈ Ω1

0.5 if x ∈ Γ
0 if x ∈ Ω2

(6)

where Ω1 and Ω2 point to phase 1 and 2, respectively and Γ is the location of the interface. Note that ψ
decays continuously from 1 to 0 while crossing the interface. Moreover, based on the phase-field definition of
ψ one may deduce ∇ρ = ∇ψ(ρ1−ρ2). The definition also helps constructing interface properties as functions
of ψ

n(ψ) =
∇ψ
|∇ψ|

, κ(ψ) = ∇ · n = ∇ ·
(
∇ψ
|∇ψ|

)
, δε(ψ) = |∇ψ|. (7)

In order to rectify the destructive numerical effect of the ∇(p − ρc2s) at high density ratios, He et. al [17]
proposed to use pressure distribution functions gα

gα = fαc
2
s + (p− ρc2s)wα, (8)

and thus solve the pressure evolution LBE by taking the total derivative of gα as

Dgα
Dt

=
∂gα
∂t

+ cα.∇gα = Λ(gα − geqα ) + (cα − u) · [∇ϕ(Γα(u)− wα) + (Fs + G)Γα(u)] . (9)

Details for time integration and spatial discretization of equation (9) could be found in [24, 35]. In essence,
by applying trapezoidal rule for time integration and using average and central directional differencings, one
obtains

ḡk(x+ cα∆t, t+∆t) =ḡk(x, t)− (Λ+ 2I)(ḡα(x, t)− ḡeqα (x, t))+

(cα − u) ·
[
(σ∇c · ( ∇

cψ

|∇cψ|
)∇cψ + G)Γα(u)

]∣∣∣∣
(x,t)

+

(cα − u) ·
[
∆ρc2s(Γα(u)− wα)∇aveψ

]∣∣
(x,t)

(10)

where the transformed distributions ḡα and ḡeqα are defined as
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ḡα = gα+
Λ

2
(ḡα − ḡeqα )− 1

2
(cα − u) · [∇ϕ(Γα(u)− wα) + (Fs + G)Γα(u)]

ḡeqα = geqα −
1

2
(cα − u) · [∇ϕ(Γα(u)− wα) + (Fs + G)Γα(u)] .

(11)

Finally, the pressure and velocity of the flow are recovered as moments of new distribution functions ḡα

p =
∑
α

ḡα +
c2s∆ρ

2
u · ∇cψ (12)

ρu =
1

c2s

∑
α

ḡα +
1

2
(σ∇c · ( ∇

cψ

|∇cψ|
)∇cψ + G). (13)

In order to capture the interface, the LBE in equation (10) is coupled with a mass conserving LSE proposed
by Olsson and Kreiss [30] so as to solve the evolution of the scalar field ψ as it moves with the flow velocity
u

∂tψ + u · ∇ψ = −∇ · (ψ(1− ψ)n) + η∇2ψ. (14)

Note that the initial profile of ψ is obtained by iteratively solving equation (14) to reach steady state. The
parameter η controls the thickness and could be chosen as

η =
hβ

2
(15)

where h is the spatial resolution and the exponent β is chosen to be close to 1 so as to control the interface
thickness and has a subsequent effect on the quality of the interface capturing as well as the overall mass
conservation. We use second order Runge-Kutta for time integration of equation (14) and the fifth order
WENO for its convective term. More elaborate discussions on the use of lower order schemes, e. g, ENO are
given [26] and [31]. For the present simulation it is observed that using ENO leads to slightly poorer results
for high Eo number flows where strong deformations create kinks and singularities which are hard to be
resolved using lower order schemes. It must be noted that the computational overhead associated with using
the WENO scheme would be only moderately more than that of ENO when implemented in an adaptive
way on GPGPUs. This is discussed more in section 6. Finally, the terms on the right hand side are then
treated explicitly and discretized in space using central differencing. Since the time scales enforced by the
solution of the LBE are quite small, such a discretization for these non-linear terms will not introduce any
noticeable numerical deficiency.

2.1 MRT collision for 3D LBM

In order to reinforce the stability of the LBE solver at low viscosities and high Re numbers, the present
implementation employs a MRT collision for 3D implementations through replacing Λ + 2I with M−1Λ̂M
in equation (10). An extensive description of the principal moments for D3Q15 and D3Q19 stencils is done
in [11, 28]. For the D3Q27 stencil, the MRT methodology given in [39] for turbulent flows in adopted here.
The general choice of the relaxation times for all stencils would be analogous to those outlined in our previous
2D implementations [35,36] which requires under-relaxing the energy moments so as to eliminate the initial
fluctuations in the velocity of a rising bubble. A detailed discussion is beyond the scope of this paper and
could be found in [34].
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3 3D rising bubble benchmarks

Inspired by the 2D work in [18], the rising bubble benchmarks were extended for 3D effects in the works of
Turek et. al [43] and Adelsberger et al. [2]. The problem consists of an initially stagnant bubble of radius
r0 = 0.25 and located at (x, y, z) = (0.5, 0.5, 0.5) which starts to rise due to buoyancy through the liquid in
a 3D rectangular domain of size 1× 1× 2 as depicted in figure 1. The buoyancy force is

G = (ρ1 − ρ2)g (16)

where g = (0,−g) is the gravity and ρ1 and ρ2 are the liquid and gas densities, respectively. Note that G
is only exerted as a net force to the gas inside the bubble. No-slip boundary conditions are applied to all
boundaries including the side walls where the second order half-way bounceback rule is imposed. Moreover,
due to the symmetry of the problem in the horizontal plane, only 1/4 of the problem is solved to save
computational cost and memory, where the center of the bubble will be located at (x, y, z) = (0, 0, 0.5) and
the symmetry boundary condition is applied to x = 0 and y = 0 planes.

Two sets of input data are then used to define two test cases as summarized in table 1. The hydrodynamics
in both cases are governed by the non-dimensional Re and Eo numbers

Re =
ρ1
√
g(2r0)3/2

µ1
(17)

Eo =
4ρ1g(r0)2

σ
. (18)

In principle, the Eo number describes the ratio of momentum forces over the surface tension forces in a non-
dimensional fashion. The LB code uses the same values of density and viscosity as in table 1, while glb and
σlb are obtained based on equations 17 and 18 using LB units for r0. In order to preserve consistency with the
macroscopic time measurement in [43] and [2], the following equation is used to calculate the macroscopic
time based on LB iterations tlb

T = tlb

√
glb
gL0

where L0 = 1/h is the characteristic length in lattice units, with h being the physical resolution. For both
test cases, simulations are carried until T = 3. Analogous to the 2D problems in [35], the first test case,
referred to as TC1, is a low density ratio system where the the relatively small value of Eo number tends to
keep the bubble in a round shape as it rises. In the second test case, however, the density and viscosity ratios
are increased to 1000 and 100, respectively, and the Eo number is increased to 125. The latter particularly
allows for large deformation rates implied by weak surface tension forces. It must be noted that in the preset
simulations the maximum Mach number Ma = max(| u |)/cs, does not exceed 0.05 and corresponds to the
velocity inside the gas phase at the coarsest lattice of 1/h = 80. This falls well inside the incompressibility
limit of Ma < 0.15 in LB method [16].
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Fig. 1: Illustration of the rising bubble problems in the 3D problem.

Table 1: Physical parameters and dimensionless numbers for TC1 and TC2 rising bubble problems.

Test case ρ1 ρ2 µ1 µ2 g σ Re Eo ρ1/ρ2 µ1/µ2
TC1 1000 100 10 1 0.98 24.5 35 10 10 10

TC2 1000 1 10 0.1 0.98 1.96 35 125 1000 100

In order to quantify the dynamics of the bubble during its course of rise, a number of benchmark quantities
are defined and used throughout this paper. To track the bubble position during the rise process, the bubble
centroid coordinate (xc, yc) is computed as

Xc = (xc, yc) =

∫
Ω2

xdx∫
Ω2

1dx

where Ω2 encompasses all the lattice points inside the bubble. The degree of roundness of a 3D bubble can
be measured based on the sphericity parameter defined in [44] as

Ψ =
Aa
Ab

=
area of volume-equivalent sphere

area of bubble
=
π1/3(6Vb)

2/3

Ab
.

The mean vertical velocity with which the bubble is rising is defined as

Uc =

∫
Ω2
uz dx∫

Ω2
1 dx

.

where uz is the velocity component in the z direction. The last quantity is the bubble size which describes
the maximum extension (diameter) of the bubble in the main coordinate directions which together with the
bubble circularity and sphericity further specifies the deformation state of the bubble. It is calculated as

di = maxp,q∈Ω2
|pi − qi|, i = x, y, z.

where p and q are any two arbitrary points which belong to the bubble.
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3.1 Review of the numerical tools

The numerical simulations performed by the current coupled LB-LS scheme, will be compared against two
sets of solutions of the two-phase flows. The first group, also considered here as the reference solution, is
the one obtained by the finite element FeatFlow package [1] designed for solving incompressible NSE. The
two-phase solver is based on coupling the NSE with the signed distance-based LSE. Space discretization in
the 3D code makes use of Q2 elements for velocity and discontinuous P1 elements for pressure. Besides Q2

elements are used for solving the LS equation. Time integration is carried out via a Crank-Nicolson scheme
which is used in the 3D implementations. A full description of the solvers could be found in [43].

Another two-phase flow solver for 3D simulations is the finite difference-based NaSt3D code [2]. It solves
the Navier-Stokes equation on an equidistant grid. Chorin’s projection method is used to decouple velocity
and pressure fields, where a second order explicit Adams-Bashforth scheme is employed to solve the velocity
while the pressure is recovered via solving the Poisson equation. The interface is captured through a signed
distance LS function and the bubble mass is corrected using the local correction scheme of Sussman and
Fatemi [40].

4 Numerical Results

The D3Q19 stencil is adopted as the default discrete velocity stencil which is known to posses a higher
isotropy than the D3Q15 stencil and imposes only a moderate increase in the computational workload. The
choice will be verified later on through detailed comparisons of the results obtained by D3Q15, D3Q19 and
D3Q27 velocity models against the benchmark data. Yet, regardless of the type of the lattice stencil in use
and considering the 5.7 GB memory available on Kepler 20x GPGPU used for the present simulations, the
maximum lattice resolution is selected to be 1/h = 256 corresponding to a grid of 128 × 128 × 512 which
occupies 3.9 GB of memory for 1/4 of the problem using the D3Q19 stencil.

4.1 Test case 1

The evolution of the 3D bubble interface in TC1 up to T = 3 is presented in figure 2 on a lattice of 1/h = 256
and the reference shapes obtained by FeatFlow on a grid of 1/h = 128. The bubble develops into an ellipsoidal
shape as predicted in the bubble shape regime map of Clift et. al [9]. However, compared to the 2D cases
in [35], it preserves its initial sphericity to a higher degree such that almost no deformation occurs after
T = 2.0.

The convergence of the interface shape is also studied in figure 3, followed by more detailed comparisons
between the bubble quantities obtained by LBM NaSt3D, and the reference values of FeatFlow in figures 4
to 7. For the low deformation rate of TC1, the present maximum lattice resolution seems to be sufficient to
repeat the reference data by FeatFlow. For the rise velocity, the discrepancies grow around the peak values
although the difference between the LBM data on 1/h = 256 and that of FeatFlow amounts to less than
0.5%. A similar behavior is observed for the interface-related sphericity and diameter values around T = 1.5
where the overall convergence trend is towards the reference curves.
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T = 0.5 T = 1.5 T = 2 T = 2.5 T = 3

(a)

(b)

Fig. 2: Time evolution of the bubble in 3D problem of TC1 using (a) coupled LB-levelset, (b) FeatFlow.

Fig. 3: Terminal shape of bubble at T = 3 for 3D problem of TC1 with enlarged view (right), on different
lattice resolutions; 1/h = 96 (black), 1/h = 192 (blue), 1/h = 256 (green) and FeatFlow on 1/h = 128 (red).
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Fig. 4: Time evolution of center of mass for 3D rising bubble TC1 (left), and enlarged view (right).
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Fig. 5: Time evolution of rise velocity for 3D rising bubble TC1 (left), and enlarged view (right).
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Fig. 6: Time evolution of circularity for 3D rising bubble TC1 (left), and enlarged view (right).
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Fig. 7: Time evolution of diameters in horizontal and vertical directions for 3D rising bubble TC1 (left),
and enlarged view (right).

4.2 Test case 2

The 3D bubble shown in figure 8(a) experiences strong deformations provoked by the weaker surface tension
effects due to a relatively large Eo number. The bubble first deforms into a dimpled cap and then proceeds to
extend the edges so that the eventual cusp-shaped bubble is formed as predicted in [9]. Yet again, the diffuse
nature of the present coupled scheme prevents the bubble to develop sharp edges, e. g., those predicted by
Featflow in figure 8(b). Nevertheless, the picture norm admits the close relevance of the overall evolution
trend in both schemes. Examining the convergence trend in the interface shape in figure 9 shows that LBM
may eventually converge to the sharp interface solution of the two-phase Navier-Stokes equations, provided
that the lattice would be sufficiently refined, as in the 2D counterpart of TC2 in [35] where a resolution of
1/h = 640 was used to approach the sharp interface results.

The convergence of the bubble quantities together with the NaSt3D data and the reference data of FeatFlow
are collected in figures 10 to 13. The agreement between the rise velocities keeps favorably up to T = 1.5
which confirms a decent performance of the D3Q19 discrete model in recovering the correct pressure and
velocity fields under high density and viscosity differences. For T > 1.5, as the bubble starts to develop
the cusp shape, the phase-field LSM falls behind the sharp LSM, and tries to keep the edges prolonged and
smooth. In terms of bubble quantities, this results in growing deviations from the sharp interface data, which
is more clearly seen in the bubble sphericity, diameter and centroid position. Similar to the 2D test case, the
sharp interface methods tend to create kinks or teeth-like irregularities on the skirt of the bubble towards
T = 2 which then makes the solution strongly dependent on the specific parametrization used in different
codes.
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T = 0.5 T = 1.5 T = 2 T = 2.5 T = 3

(a)

(b)

Fig. 8: Time evolution of the bubble in 3D problem of TC2 using (a) coupled LB-levelset (b) FeatFlow.
The dark blue regions reflect the interior surface.

Fig. 9: Terminal shape of bubble at T = 3 for 3D problem of TC2 with enlarged view (right), on different
lattice resolutions; 1/h = 96 (black), 1/h = 192 (blue), 1/h = 256 (green) and FeatFlow on 1/h = 128 (red).
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Fig. 10: Time evolution of center of mass for the 3D rising bubble TC2 (left), and enlarged view (right).
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Fig. 11: Time evolution of rise velocity for the 3D rising bubble TC2 (left), and enlarged views (right).
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Fig. 12: Time evolution of circularity for the 3D rising bubble TC2 (left), and enlarged view (right).
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Fig. 13: Time evolution of diameters in horizontal and vertical directions for 3D rising bubble TC2 (left),
and enlarged view (right).

4.3 Isotropy and the choice of lattice stencil

The most prominent distinction between discrete velocity stencils, is their associated degrees of isotropy.
This property could be best studied through examining the performance of different stencils for TC2, where
the presence of four orthogonal walls and the large deformations of the bubble creates a natural anisotropy
in the terminal shape of the bubble as shown in figure 15 for the front view and the view from the middle
section. The interface lines for the plane perpendicular to the wall (θ = 0) and diagonal plane (θ = 45) are
also depicted in figure 16. In the first look, the comparisons unveil the overestimated deformation produced
by the D3Q15 model on the diagonal plane. The deviation is caused by the inherent lack of isotropy of the
D3Q15 stencil in the diagonal directions on x− y, x− z, y − z planes (see figure 14). Although one expects
to gain the best relevance to the FeatFlow results using the D3Q27 stencil, it is the D3Q19 stencil which
exhibits a closer similarity to the FeatFlow shape.

Unlike the observations in the picture norm, the bubble quantities well coincide over time and one could
hardly notice significant differences as seen in figures 17 and 18 for bubble velocity and diameter, respectively,
on a 1/h = 256 lattice. For the bubble diameter which is more sensitive to minimal changes in the interface,
the D3Q15 stencil shows a more steep return in the vertical diameter up to nearly dz = 0.5 which is also
seen by the interface lines in figure 16 where the strong anisotropy yields a longer skirt of the bubble in the
diagonal plane. The rather obviously poor performance of D3Q15 again could largely be related to its lower
degree of isotropy compared to D3Q19 and D2Q27 stencils. Similar effects are seen even for D3Q19 stencil
at very high Re numbers as in the work of Geller et al. [13]. Here, however, the slightly superior accuracy
and isotropy of the D3Q19 stencil over the D3Q27 discrete model is questionable. A likely reason could lie
in the choice of the relaxation times in the MRT scheme for different stencils. Exhaustive analysis regarding
the optimum choice for the values of the relaxation times is presented in [34]. Therein, the effect of under-
relaxation of specific moments has been highlighted. Extending the stencil from 19 to 27 discrete velocities
inevitably extends also the range of the hydrodynamic moments that are under consideration. In fact this
adds 8 more moments and their respective relaxation times that have to be chosen carefully. The relaxation
times of the D3Q27 stencil have been regulated based on the analysis of the D3Q19 stencil and it cannot be
excluded that a better set of relaxation parameters could smear out the differences between the two stencils.
On the contrary, such an uncertainty does not exist in the case of the D3Q15 stencil, since it is a subset of the
D3Q19, and the optimum relaxation times remain exactly the same (for the same moments). Nevertheless,
the above argument could not be firmly verified as almost all dynamic two-phase LB simulations in the
literature are limited to D3Q15 or D3Q19 stencils for computational reasons [7, 41, 46, 47]. Lee and Liu [24]
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used the D3Q27 discrete model to simulate droplet impact on dry surfaces. Yet they brought no justification
for this choice and provided no comparisons against other discrete models.

(a) D3Q15 (b) D3Q19 (c) D3Q27

Fig. 14: Different lattice stencils for three dimensional LBM

D3Q15 D3Q19 D3Q27 FeatFlow

(a)

(b)

Fig. 15: Bubble interface T = 3.0 in 3D problem of TC2, (a) exterior view and (b) middle section view.

D3Q15 D3Q19 D3Q27 FeatFlow

Fig. 16: Bubble interface at T = 3 in 3D problem of TC2 for θ = 0 (red) and θ = 45 (blue) planes.
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Fig. 17: Time evolution of diameters in horizontal and vertical directions for 3D rising bubble TC2 (left),
and enlarged view (right).
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Fig. 18: Time evolution of rise velocity for 3D rising bubble TC2 (left), and enlarged views (right).

5 Numerical performance and stability in strong deformation singularities

After evaluating the accuracy of the 3D coupled scheme through benchmarking for rising bubbles, we may
now proceed with simulations involving strong deformation singularities at high speeds so as to push the
scheme towards its limits focusing more in the numerical stability and qualitative physical description. This
includes the two problems of droplet splashing on a thin liquid film and the binary droplet collision. For this
class of problems, a detailed quantitative comparison with other numerical and experimental data is beyond
the scope of the current paper and only limited studies are presented to show the overall accuracy of the
solutions.
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5.1 Droplet Splashing on thin liquid film

Splashing of a droplet over a thin liquid film is an attractive problem for both physicists and mathematicians
[]. In fact, the resulting splashing patterns could vary significantly with the falling velocity and the density
of the droplet. The different splashing regimes are classified using the Reynolds Re and Weber We numbers
as

Re =
ρ1U0(2r0)

µ1
, We =

ρ1U0(2r0)2

σ

where U0 is the impact velocity of the droplet. Both 2D and 3D simulations are performed using D2Q9
and D3Q19 stencils, respectively. The 2D configuration as seen in figure 19 consists of a domain of size
2 × 1 where symmetry and periodic boundary conditions are used at x = 0 and x = 2 planes, respectively.
The lower boundary is set to no-slip wall and a second order extrapolation is used at the top boundary.
Density and viscosity ratios are set to 1000 and 40, respectively and the surface tension forces are realized
via We = 8000 for all cases. Figure 20 shows the splashing patterns on a lattice resolution of 256 × 512,
where the time is measured based on T = U0tlb/(2r0), with r0 in lattice units. For the low speed case of
Re = 20, the droplet will be slowly deformed and flattened upon the film. By increasing the Re number to
100 and 500, the splashing becomes fairly pronounced with a large rim and elevated fingers in the form of thin
filaments. A widespread criteria to quantify the splashing effect is the spreading factor Rsp/2r0, where Rsp
is the spreading radius at which the fluid velocity is maximum [20]. The numerical values of the spreading
factor are compared in figure 21 against those in the work of Lee and Lin [23]. The straight line represents
the power law trend Rsp =

√
2r0U0tlb proposed by Josserand and Zaleski [20]. In principle, agreement with

the other numerical data is very close. Although the general trend of the power law is captured, one must
note that the power law is only accurate at the very early times after the impact [23].

Fig. 19: Problem definition for the 2D droplet splashing on a thin liquid film.

Fro the 3D simulations, the solution covers only 1/4 of the problem with symmetry boundary conditions on
x = 0 and y = 0 planes, where the bubble hits the film along the z axis. The lattice resolution is 1/h = 128,
giving a domain size of 128× 256× 256. Figures 22 and 23 show the 3D frames extended in the x direction.
It could be seen that the edges of the ring become more straight while the ring itself attains a smaller radial
extension as compared to the 2D case. Moreover, the spin-off of the satellite bubbles from the thinning rim
for Re = 500 is more clearly captured and visible in 3D.
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Re = 20 Re = 100 Re = 500

T = 0.2

T = 0.4

T = 0.8

T = 1.2

Fig. 20: Temporal evolution of the 2D droplet splashing over a thin film under different values of Re
number.
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Fig. 21: Plot of the spread factor Rsp/2r0 as a function of non-dimensional time T = U0tlb/(2r0).
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T = 0 T = 0.5 T = 1.5

Fig. 22: Temporal evolution of the 3D droplet splashing over a thin film for Re = 100.

T = 0 T = 0.5 T = 1.5

Fig. 23: Temporal evolution of the 3D droplet splashing over a thin film for Re = 500.

5.2 Binary collision of droplets

The intriguing problem of binary droplet collision has been extensively studied in the experimental works of
Ashghriz [5] and Qian and Law [33] as well as in the numerical works of Schelkle [37], Inamuro et al. [19],
Moqaddam et al. [27] and Wang et al. [45]. In particular, Ashgriz and Poo [4] characterized the collisions
using the Weber We and Reynolds Re numbers as in the case of droplet splashing, along with two additional
parameters to specify the relative size and the impact angle of of the two droplets

D =
d1
d2

, B =
2X

d1 + d2

where d1 and d2 are the diameters of the two droplets and X is the distance between the center of one
droplet to the relative velocity vector placed on the center of the other droplet [19]. Here, it is assumed that
the droplets are of the same size, i. e., D = 1 and d1 = d2 = D. The domain size is 3D × 3D × 6D and
the droplets are initially placed 2D apart. The density and viscosity ratios are 1000 and 100, respectively,
and the droplets collide with identical, but opposite velocities of U0/2. Periodic boundary conditions are
considered on all sides. For the case of a head-on collision, i. e., B = 0, the symmetry allows to solve for only
1/4 of the problem. As outlined in [4], for 500 < Re < 4000 the Reynolds number has no significant role in
the dynamics of the impact and it is thus fixed at Re = 500 such that the velocity magnitudes will remain
in the low Ma regime on moderately fine lattices. The progress in time is measured in the units of U0/D,
with D in lattice units
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T = 0

T = 1.8

T = 3

T = 7.2

(a)

T = 0

T = 1.8

T = 3.6

T = 9

(b)

T = 0

T = 1.8

T = 3.6

T = 12.7

(c)

Fig. 24: Head-on collision of micro-droplets with B = 0, Re = 500 and (a) We = 15, (b) We = 25, (c)
We = 40.

(a) (b)

Fig. 25: Experimental snapshots of head-on collision of micro-droplets with (a) We = 23, (c) We = 40,
adopted from [4]
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T = 0 T = 2

T = 5 T = 16

Fig. 26: Oblique collision of micro-droplets at Re = 500, We = 80 and B = 0.8.

Figure 24 shows the evolution of the colliding droplets for We = 15, 25, 40 on a domain size of 64× 64× 256.
In particular, the evolution of the droplets for the cases with higher Weber numbers of We = 25, 40 exhibits
a very close resemblance to the experimental data for We = 23, 40 adopted from [4] in figure 25. For the
high surface tension case of We = 15, the collision pattern falls into the so-called coalescence regime. By
increasing the Weber number to We = 25 the weaker surface tension allows for an eventual spin-off of
the merging droplets, after which, the droplets travel away from each other. This regime is therefore called
reflective separation. By further increasing the Weber number to We = 40 the enhanced stretching causes
the two round ends to detach from the middle section and break-up, forming a third satellite bubble. which
remains in the middle and oscillates until becoming perfectly circular.

To demonstrate the stability of the scheme at an even more non-regular arrangement, the simulation result
for the case of an oblique collision with We = 80 and B = 0.8 are illustrated in figure 26. The droplets
partially collide, but keep traveling close to their initial path. The oblique collision, however, causes a twist
and rotary motion which creates a long connecting filament. The filament then detaches from the main
droplets and further breaks up into two satellite droplets. The obtained results closely repeat the numerical
ones in the work of Inamuro et. al [19] for the exact same case.

6 Computational performance

following the general optimization rules in [14,21,29,42] for single phase flow solvers, analysis of instruction
and memory workload of the GPGPU parallel code implies a number of low-effort optimization measures as
follows:

� Generate and use the directional forces on-the-fly and avoid saving and writing to and from the global
memory.

� Limit the calculations for directional force as well as for u · ∇ψ to central type if |∇ψ| < 10−9 for double
precision (DP) and |∇ψ| < 10−6 for single precision (SP) and hence avoid the large spatial support of
upwind and WENO schemes far from the interface.

� In order to ease the instruction bottleneck caused by the the MRT collision, The MRT computatoins can
be limited to ψ > (1− 10−9) and ψ > (1− 10−6) regions in case of DP and SP , respectively, thus leaving
the rest of the domain to rely upon the low-cost SRT model.
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Similar to the so-called adaptive mesh refinement methods [10,12], the last two points comprise an adaptive
computation refinement approach which comes as an effective tool in the present case to ease the compu-
tations. Parallel computations are carried out on two high-end GPU-enabled compute machines. The first
one is equipped with a Kepler K20Xm GPGPU, having a peak DP performances of 1.32 TFLOPS. For pure
SP codes, a second machine equipped with GeForce GTX980 Ti gaming GPU with 5.6 TFLOPS in SP is
employed. A comprehensive study on the errors associated with SP computations is done in [34], where the
resulting maximum L2 error in rising bubble quantities is reported to be limited to ≈ 1% for a lattice as fine
as 1/h = 640.

A summary of the simulation statistics using different stencils is presented in table 2 for the rising bubble TC1
until T = 3, where the total memory size occupied on GPGPU in GB is denoted by MGPU, number of time
steps by NTS and the total simulation time in seconds by TGPU. Note that the simulation times also include
the intermediate post-processing periods. It is also noteworthy that the the present GPGPU implantations
rely upon two sets of distribution functions for the flow LBE. Although this choice is not optimal with
regards to memory consumption, to our knowledge, it guarantees a more comprehensive implementation
outline and guarantees the maximum memory access bandwidth in the GPGPU code. Yet, efficient GPGPU
implementations using only one set of distribution functions are pursued in [38] for simple single phase flow
solutions.

Table 2: Simulation statistics the 3D rising bubble using different lattice stencils

1/h MGPU NTS TGPU TGPU/NTS

D3Q15

96 0.17 26508 170 0.006
192 1.43 108300 4290 0.039

256 3.40 193548 17797 0.091

D3Q19

96 0.20 26508 207 0.007

192 1.65 108300 5329 0.049

256 3.93 193548 20774 0.107

D3Q27

96 0.26 26508 292 0.011

192 2.1 108300 7018 0.064

256 5.0 193548 29550 0.152

The performance of the 3D simulations in Million lattice update per second (MLUPS) for the D3Q19 stencil
is given in figure 27 for full and adaptive computations. We again refer to [34] for elaborate discussions on the
eventual computational cost of individual GPU kernels of the coupled solver. In general, one should note that
incorporating two-phase forcing terms along with interface capturing can greatly degrade the performance
as compared to single phase LB implementation. As such, the present performances are still considered to
be satisfactory on a single GPU, although one may achieve even higher performances through more in-depth
performance optimization studies for two-phase flows. Moreover, apart from the overall fine MLUPS values,
the performance gain caused by the adaptive computations could be as high as 100% for the SP code which
shows the effective impact of the employed techniques.
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Fig. 27: Performance of the 3D coupled scheme using the D3Q19 velocity stencil.

7 Summary and conclusions

The coupled LB-level set two-phase method was utilized for the 3D benchmarking problems. Stability was
improved through using MRT collision scheme and the LBE is coupled with a mass conserving interface
capturing scheme. Compared to conventional two-LBE schemes the current method asks for considerably
less amount of memory due while the computational performance is still satisfactory considering the complex
force term calculations. From the numerical point of view, the method appeared quite successful in both
qualitative and quantitative aspects compared to the reference solutions. In particular, simulations for the
high Eo number TC2 emphasize the fact that LB-based two phase flow solvers could reach the accuracy of
sharp interface Navier-Stokes-based solution if the interface region is properly refined. Since such coupled
schemes do not need any iterative solver for the system of equations and could be efficiently parallelized,
employing higher resolutions than those common in NSE solvers would certainly pay off in terms of memory
and simulation time. Application of different discrete velocity models for the LBE revealed that the D3Q19
stencil provides the required isotropy at a reasonable extra cost compared to D3Q15, while the D3Q27 stencil
asks for more than 50% longer simulation times and no noticeable accuracy improvement upon the D3Q19
stencil, at least for the present range of Re and Eo numbers. Finally, considering the general unique feature of
LB-based solutions, e. g. suitability for irregular and micro-scale geometries and its nice parallel scalability,
the new coupled LB-LS scheme further proves the method’s feasibility to tackle non-conventional problems
in two-phase flow systems, e. g. liquid movement in underground reservoirs and in micro porous layers of
fuel cells. In particular, simulations for the latter interesting case of water saturation and phase change in
fuel cells are in order and would be the subject of our upcoming publications.
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