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Summary. We calculate numerically the solutions of the stationary Navier-Stokes
equations in two dimensions, for a square domain with particular choices of boundary
data. The data are chosen to test whether bounded disturbances on the boundary
can be expected to spread into the interior of the domain. The results indicate that
such behavior indeed can occur, but suggest an estimate of general form for the
magnitudes of the solution and of its derivatives, analogous to classical bounds for
harmonic functions.

The qualitative behavior of the solutions we found displayed some striking and
unexpected features. As a corollary of the study, we obtain two new examples of
non-uniqueness for stationary solutions at large Reynolds numbers.
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1 Introduction

Two cornerstones of the theory of the Laplace equation

4u = 0 (1)

are the a priori bound on the solution, and the a priori bound on the gradient
∇u; see, e.g., [3], Chapter VIII, Theorems X and XII. The former bound states
that if u(x) is a solution of (1) in a bounded domain Ω and continuous up to
Γ = ∂Ω, then

sup
Ω
|u| ≤M .= max

Γ
|u| (2)
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The latter bound states that there exists a function F(d;M) such that if d is
distance from p ∈ Ω to Γ then

|∇u(p)| < F(d;M). (3)

The linearized (Stokes) equations of hydrodynamics

4w = ∇p
div w = 0

(4)

for slow stationary viscous fluid flow, with velocity field w and pressure p,
bear a formal resemblance to (1); this was exploited in a beautiful way by
Odqvist [5] who showed that much of the classical Fredholm theory for (1)
can be extended to solutions of (4). As a consequence, Odqvist was led to a
bound

|∇w(p)| < FΩ(d;M) (5)

analogous to (3), although Odqvist imposed also smoothness requirements on
Γ that are not needed for (3). The subscript Ω in (5) indicates an additional
distinction that occurs, that was not explicitly observed in [5]: the functional
dependence of F on d and on M can vary greatly, depending on the particular
domain. That was exhibited in [2], as a property of an explicitly known family
of Couette flows, considered in expanding domains.

Given a domain Ω, the results of Odqvist lead to construction of a “Green’s
tensor” for the system (4) in Ω, and then to an integral equation for solutions
of the Navier-Stokes equations

4w − Rew · ∇w = ∇p
div w = 0

(6)

in Ω, with prescribed boundary data subject to an outflow condition on Γ .
Leray [4] studied the integral equation, and by an ingenious reasoning ob-
tained an a priori bound for the Dirichlet integral for any solution and in
consequence a bound for the gradient analogous to that of Odqvist; however
the bound depends additionally on the Reynolds number Re and on the tan-
gential derivatives of the data on Γ up to third order; see, e.g., the comments
in [1]. Using that bound in the integral equation, Leray was able to prove
the existence of a smooth solution of (6), in any domain bounded by smooth
components, corresponding to sufficiently smooth data having zero outflow on
each boundary component. It is a remarkable result that had not been pre-
dicted and certainly was unexpected, in view of the known instabilities that
arise with increasing Re.

The question, whether for a specific domain there is a gradient bound for (6)
fully analogous to that of Odqvist (i.e., depending only on Re and on M and
not on smoothness of the boundary data), remains open. Such a bound would
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remove the differentiability requirements imposed by Leray on the data, and
would also be of independent interest, in many contexts. Partial information
was supplied by Finn and Solonnikov [2], who obtained a result of somewhat
different character, weakening the requirements imposed by Leray but not
yet including the specific estimate that is sought. Those authors offered a
suggestive reasoning (short of a proof) that in two dimensions the indicated
estimate may fail.

In the present note, we put the matter to an initial experimental test in the
two dimensional case, using numerical calculations. We take as domain Ω
a square, and impose data on the sides Γ that are uniformly bounded but
successively more oscillatory, to determine whether the rapid disturbances on
the boundary will spread into the interior. We do that for two ranges of data
that are tangential on Γ , so that no fluid enters Ω but for which the tangential
direction oscillates. We do it also for two ranges of data that are orthogonal on
Γ , with rapid oscillation between entering Ω and leaving it. Each calculation
was performed for three different Reynolds numbers, in a range from 1 to
10, 000, and for five different oscillation rates, determined by a parameter k.
We use the computer calculations to estimate the magnitudes |w| in Ω. The
corresponding bounds on |∇w| are then inferred from Theorem 1 in [2].

2 Test configurations

Specifically, the data were as follows, for velocities w = (u, v) on the sides
x = ±1, y = ±1 of a square of side length 2:

A) Tangential data

A1) w = ((x2 − 1) sin kx, 0) on y = ±1, w = (0, 0) on x = ±1

AC) w = ((x2 − 1) sin kx, 0) on y = +1, w = (0, (y2 − 1) sin ky) on x = +1
and
w = (0, 0) on the remaining sides

k = 1, · · · , 120; Re = 1, · · · , 10, 000.

B) Normal data

B1) w = (0, (x2 − 1) sin kx) on y = ±1, w = (0, 0) on x = ±1

BC) w = (0, (x2 − 1) sin kx) on y = 1, w = (−(y2 − 1) sin ky, 0) on x = 1
and
w = (0, 0) on the remaining sides

k = 1, · · · , 120; Re = 1, · · · , 10, 000.
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We examined also the question, whether a local jump discontinuity in bound-
ary data can spread into the interior as an unbounded disturbance. In the
view that such behavior could be dependent on the magnitude of the jump,
we made the choices:

C) Tangential data

w = (K, 0) on y = ±1, −0.9 < x < +0.9; w = (0, 0) elsewhere on the
boundary

D) Normal data

w = (0,K) on y = ±1, −0.9 < x < +0.9; w = (0, 0) elsewhere on the
boundary

K = 1, · · · , 60; Re = 1, · · · , 10, 000.

3 Numerical methods

In our numerical studies with the open source CFD package FeatFlow
(www.featflow.de), we mainly focus on low order Stokes elements with
nonconforming finite element approximations for the velocity and piecewise
constant pressure functions which satisfy the LBB condition [7]. Moreover,
in the case of nonstationary flow simulations, second order time stepping
schemes are used which can be applied in a fully coupled as well as operator-
splitting, resp., pressure correction framework. However, in these studies, we
directly solved the stationary Navier-Stokes equations by applying a Newton-
like method to the fully coupled discretized system while the auxiliary linear
problems are solved via multigrid techniques.

There are well-known situations for standard FEM methods when severe nu-
merical problems may arise, namely in the case of convection dominated prob-
lems. Then, numerical difficulties arise for instance for medium and high Re
numbers since the standard Galerkin formulation usually fails and may lead
to numerical oscillations and to convergence problems of the iterative solvers.
Among the stabilization methods existing in the literature for these types of
problems, we use the proposed one in [6, 8] which is based on the penalization
of the gradient jumps over element boundaries. In 2D, the additional stabi-
lization term Ju, acting only on the velocity u in the momentum equations,
takes the following form (with hE = |E|)

〈Ju,v〉 =
∑

edge E

max(γ
1

Re
hE , γ

∗h2
E)
∫
E

[∇u] : [∇v] ds, (7)

and can simply added to the original bilinear form. Summarizing, in the un-
derlying test cases which require the solution of stationary problems, efficient
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Newton-type and multigrid solvers can be easily applied for such highly accu-
rate stabilization techniques (see [8] for more details) which are the basis of
the subsequent numerical analysis.

4 Results and Analysis

In the data for cases A and B, the factors of the form
(
x2 − 1

)
are inserted

to impose continuity with zero data at the corner points, thus ameliorating
eventual singularities that could arise from the corner boundary discontinu-
ities. Although the presence of these discontinuities causes both the domain
and the data to be outside the range for Lerays existence theorem, the choice
made was considered preferable from the point of view of programming data
for the computer procedures. No indication was observed of any difficulty in
finding at least one solution of the boundary problem in all cases, and in some
instances multiple solutions could be identified, see the discussion below. The
choice k = 120, which appears only in Figures 1 and 3, was not originally con-
templated; it is outside the range for which the computation procedures can
be trusted to be reliable, and so the inferences we make from that case must
be considered provisional; however the results obtained for it are consistent
with other observations, and point to trends that we feel are worth noting.

An initial comment is in order on the choice of scaling for the figures, which
display interior velocity magnitudes on a color scale ranging from blue (small)
to red (large). One is tempted as a “natural” choice to make the highest scale
point in each figure the maximum velocity magnitude in the figure. Such a
procedure is well suited for examining what happens in that figure, but can be
misleading when comparing one figure with another. In consideration of the
behavior features that we felt most important to emphasize, and with a view
to minimize confusion in interpretation, we decided to choose the highest
scale point for each row to be the maximum of the two numbers: a) the
maximum velocity magnitude achieved in that row, and b) the maximum
velocity magnitude achieved in any row that is above that one. The reader
should keep that choice in mind when interpreting the figures; a change in
scale in any figure can produce a very different appearance of the figure. In
the relevant (groups of) Figures 1 to 4, k increases with row from top to
bottom, Re increases with column from left to right. Thus in our choice of
scaling, the highest scale point is the same for all figures in a row, and is
non-decreasing from top to bottom.

It should be noted that the maximum boundary velocity magnitude is the
same for all figures in a row. For reference, the values for this quantity are:
k = 1 : .365; k = 3 : .784; k = 15 : .989; k = 30 : .997; k = 60 : .999; k = 120 :
1.000. For the data as chosen, this maximum magnitude is usually achieved
at only a single point. In some of the figures, the highest scale points will be
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slightly less than these values; that is because the computer mesh points in
general differ from those special extremal points.

We organize our interpretations of the figures according to Roman numerals.

I. Figure 1 displays the velocity magnitudes |w| in case A1 corresponding to
five values of k and three values of Re, arising from oscillating tangential
data on the sides y = ±1 for which no fluid enters or leaves the square Ω.
The value k = 15 is not included in the figure, however the k = 15 fluid
patterns are similar to those for k = 1 and k = 3 cases. The maximum
magnitudes interior to Ω for some of the cases are roughly comparable to
those on Γ , and in that sense one sees that the boundary disturbances do
transmit into the interior.

With increasing k and small Re, the oscillations in data are dissipated
rapidly by frictional forces within the fluid; there appears to be no focusing
of energy, and to the extent visible in the figures, one can not even discern
that the boundary data are achieved, although the oscillations in data are
detectable near the boundary. We have suppressed the case Re = 100 in
the interest of more clarity for the remaining cases, but we remark that
the behavior does not differ greatly from that of Re = 1.

For large Re this behavior changes dramatically, and a ring of relatively
large kinetic energy appears with increasing k when Re is large enough.
For fixed Re and further increasing k, the effect fades and for Re ≤ 1000
disappears. Presumably it will eventually disappear also for larger Re, as
suggested in the figure. Thus, for large Re a rotational symmetry not ap-
parently connected with the boundary data at first occurs with increasing
k, but as k increases further the effect then is overwhelmed by dissipation
and washes out. It should be noted that throughout this development, the
magnitudes interior to Ω do not exceed the maximum on the boundary.

We examine the effect in further detail in Figures 7 and 8, which offer relief
figures for the magnitudes, with the particular choices k = 3 and k = 30,
with increasing Re. The “spikes” on opposite sides are the prescribed
boundary data.

The flow within the rings is roughly rotational, and can be produced in ei-
ther rotation sense, depending on details of the computational procedure.
Thus we obtain a new example of non-uniqueness for stationary solutions
of (6) at large Reynolds number. The two solutions are illustrated in Fig-
ure 9, for k = 30 and for Re = 1000 and 10, 000.

II. In order to determine the extent to which the symmetry of the data af-
fected the results, the same oscillating data were imposed on two adjacent
sides. Results are shown in Figure 2, The same qualitative behavior oc-
curs, with somewhat larger magnitudes appearing, presumably since the
boundary data are imposed on sides that are closer together.
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III. Figure 3 results from identical data normal to the boundary, imposed
on the top and bottom of the square, with k = 1, 3, 30, 60, 120, and Re =
1, 1000, 10, 000. A notable event occurs when k changes from 1 to 3, with
Re = 10, 000. Presumably due to more rapidly changing data and larger
magnitudes, the entering flow for k = 3 does not succeed in crossing to
the opposite side as does the flow for k = 1, but instead enters and then
leaves again on the same side. It is for this reason that we decided to
retain the case k = 1 for display, despite that no full oscillation occurs.
It exhibits an initial step in a behavior that seems to exert a controlling
influence on the further developments.

The change to k = 30 in that column is again dramatic, with the devel-
opment of a circular flow as in the tangential data case. What appears
to be happening is that flow enters the square and then departs in adja-
cent boundary segments. For large k these segments are close together and
most of that motion occurs close to the boundary, as indicated by the suc-
cession of half-rings in the figure. Space then appears in the central part
of the square for development of the observed large circular motion, with
larger velocities than occur near the boundary. The magnitudes in the
central ring become for normal data notably larger than occurs for tan-
gential data. There is clear evidence of energy focusing, with magnitudes
in the ring more than double those of the (isolated) boundary peaks.

For each k the top and bottom boundary segments are divided into an
even number 2j = 2(1 + [k/π]) of subsegments, in each of which flow ei-
ther enters or exits, and such that for each subsegment on either half of
the boundary in which flow is entering, there is a corresponding one on
the other half in which flow is leaving. Flow alternately enters and leaves
in adjacent subsegments. If j is odd, then a predominantly left oriented
flow near the upper boundary will be created, as will a predominantly
right oriented flow near the lower boundary, see Figure 10a. The reverse
orientation occurs when j is even, see Figure 10b. The flows thus occa-
sioned provide an explanation for the development of the circular flow in
the central region.

The determination of orientation just described is reasonable when k is not
large. As k increases, the subsegments near the vertices lose their influence
in view of the factor (x2 − 1), and the actual flow could be established
in either direction, determined by circumstances having nothing to do
with the equations. That could be an explanation for non-uniqueness of
computed solutions. In fact, in Figure 3 with Re = 10, 000 the computed
flow orientation reverses from k = 30 to 60, although j is even in both
cases, and again from 60 to 120, when j reverses parity.

We note however that the non-uniqueness we have already observed under
I above occurred for tangential data, for which a corresponding reasoning
does not at first seem available to us. In that case the data and also
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the figures seem to suggest a succession of symmetrically placed small
eddies at the boundary in alternating orientations; these lead formally to
symmetric influence on a symmetrically placed interior circle, which would
not induce rotation.

In fact, we believe the interior rotation arises in the tangential data case
from quite different causes, than for the normal data case.

The clue to what happens for tangential data can be found in the upper
two rows of Figure 1. The behavior in the Re = 10, 000 column of those
rows is sketched in Figure 11a, where flow directions are shown. One sees
there that a large-scale rotational motion in the interior of the square is
indeed supported by the data, and occurs as the result of an instability
of the symmetric solution. This can happen in either rotation sense, as
indicated in Figure 11b, and as can be seen by comparing the second and
third columns for the upper two rows of Figure 3. With increasing k, the
effects become more complicated, and combine to lead at large k and Re
to a nearly circular configuration.

Thus, we must expect in this situation the existence of at least three
distinct solutions: a solution exhibiting the symmetries of the symmetric
data but which is unstable to skew-symmetric rotational disturbances, and
then two rotational solutions with opposite flow orientations, as there is
no reason to prefer one orientation to the other. It is these two rotational
solutions that give rise to the non-uniqueness observed in item I above.

IV. Again for normal data we reduced the symmetry by placing the data on
adjacent sides instead of opposite sides. Again the same kind of behavior
appeared, with larger interior magnitudes presumably occasioned by the
sides being closer together.

V. We consider Figures 5 and 6, arising from successively increasing constant
data on fixed subsegments of opposite boundary segments, with a jump
to zero data at the endpoints. Here the behavior yielded clearly less dra-
matic events. Interior magnitudes in some instances exceeded those of the
boundary data, but not by large amounts. This is noteworthy, especially
as the boundary data are identically their maxima on intervals close to the
entire sides in length, rather than at a few isolated points as in the ear-
lier cases. On comparing behavior in the two situations, it becomes clear
that rapid boundary oscillations do propagate into the interior and cause
disturbances that can be large in relation to the boundary magnitudes.

5 Some conclusions

We may interpret the figures from the point of view of the a priori estimates
discussed in the Introduction. Looking at Figures 2, 4, 5 and 6 we see im-
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mediately that the estimate |w| < M does not extend without change from
solutions of (1) to solutions of (6); larger values can be attained throughout
large interior sets, including even the midpoint of the square. However, from
Figures 5 and 6 we see no evidence that even a large jump discontinuity in
data will induce arbitrarily large magnitudes in the interior. The calculations
suggest that with increasing k, oscillating disturbances may initially spread
into the interior and even exhibit some focusing behavior, but as k becomes
large enough, the focusing dampens out due to frictional dissipation. Thus,
we are inclined to expect an a priori estimate of the form |w| < FΩ(Re;M).
From Theorem 1 of [2] would then follow an estimate |∇w| < GΩ(d;Re;M).

We emphasize again that although our calculations suggest such estimates,
we have not proved them.
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Fig. 1. The tangential data A1: Velocity magnitude for k = 1, k = 3, k = 30,
k = 60 and k = 120 and Reynolds numbers Re = 1, Re = 1, 000 and Re = 10, 000.
Reynolds number increases from left to right and k increases from top to bottom
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Fig. 2. The tangential data AC: Velocity magnitude for k = 1, k = 3, k = 15,
k = 30 and k = 60 and Reynolds numbers Re = 1, Re = 1, 000 and Re = 10, 000.
Reynolds number increases from left to right and k increases from top to bottom
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Fig. 3. The normal data B1: Velocity magnitude for k = 1, k = 3, k = 30, k = 60
and k = 120 and Reynolds numbers Re = 1, Re = 1, 000 and Re = 10, 000. Reynolds
number increases from left to right and k increases from top to bottom
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Fig. 4. The normal data BC: Velocity magnitude for k = 1, k = 3, k = 15, k = 30
and k = 60 and Reynolds numbers Re = 1, Re = 1, 000 and Re = 10, 000. Reynolds
number increases from left to right and k increases from top to bottom
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Fig. 5. The tangential data C: Velocity magnitude for K = 1, K = 3, K = 15,
K = 30 and K = 60 and Reynolds numbers Re = 1, Re = 1, 000 and Re = 10, 000.
Reynolds number increases from left to right and K increases from top to bottom
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Fig. 6. The normal data D: Velocity magnitude for K = 1, K = 3, K = 15, K = 30
and K = 60 and Reynolds numbers Re = 1, Re = 1, 000 and Re = 10, 000. Reynolds
number increases from left to right and K increases from top to bottom
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Fig. 7. The tangential data A1: Solution (top) and corresponding three dimensional
view of the solution (bottom) for k = 30 and Re = 1, Re = 1, 000 and Re = 10, 000.
Reynolds number increases from left to right

Fig. 8. The tangential data A1: A three dimension of the norm of the velocity for
k = 3 and k = 30 for Re = 10, 000
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Fig. 9. The tangential data A1: Solution and the corresponding vector plot for
k = 30 and Re = 1, 000, and Re = 10, 000, arising from changes in detail of the
calculation procedure for case A (Fig. 1). Reynolds number increases from top to
bottom.
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Fig. 10. The normal data B1: Projected explanation for development of rotation
interior to the square, in Case B1. The arrows exterior to the square indicate the
directions of applied data in the intervals separated by dots on the sides. Fluid enters
between two dots and exits in an adjacent interval. Identical data are prescribed on
the top and bottom of the square. The boundary motions combine to induce rotation
in the center. Note that orientation reverses from j = 3 to j = 4. These numbers
were chosen for illustration; they may be too small for actual development of interior
rotation.

Fig. 11. The tangential data A1: Development of large-scale interior rotation in case
k = 1 or 3, as result of instability of symmetric flow. Two distinct configurations with
opposite flow orientations appear, in addition to a presumed symmetric solution.


